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What You’ll Learn Today

– What is searching?
– Why does searching matter?
– How is searching accomplished?
– Why are there different searching algorithms?
– On what basis should we compare algorithms?
Searching

Searching
Attempting to find an item in a collection.
It is always possible that the item might not be found.

Search key
The field (or fields) on which the search is based.

Example: Search Key
Consider this list:

<table>
<thead>
<tr>
<th>NO.</th>
<th>NAME</th>
<th>POS</th>
<th>HT</th>
<th>WT</th>
<th>BORN</th>
<th>YR</th>
<th>COLLEGE</th>
<th>HOMETOWN</th>
<th>HOW ACQ.</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>Kyle Arrington</td>
<td>CB</td>
<td>6-10</td>
<td>196</td>
<td>6/12/1986</td>
<td>2</td>
<td>Hofstra</td>
<td>Acworth, Md.</td>
<td>FA-09</td>
</tr>
<tr>
<td>95</td>
<td>Tully Banta-Cain</td>
<td>LB</td>
<td>6-2</td>
<td>250</td>
<td>8/28/1980</td>
<td>8</td>
<td>California</td>
<td>Sunnyvale, Calif.</td>
<td>FA-09</td>
</tr>
<tr>
<td>84</td>
<td>Delon Branch</td>
<td>WR</td>
<td>5-9</td>
<td>195</td>
<td>7/15/1979</td>
<td>9</td>
<td>Louisville</td>
<td>Albany, Ga.</td>
<td>D2-02 (65th overall)</td>
</tr>
<tr>
<td>28</td>
<td>Darluis Butler</td>
<td>CB</td>
<td>5-10</td>
<td>190</td>
<td>3/18/1986</td>
<td>2</td>
<td>Connecticut</td>
<td>Ft. Lauderdale, Fla.</td>
<td>D2c-09 (41st overall)</td>
</tr>
<tr>
<td>25</td>
<td>Patrick Chung</td>
<td>SS</td>
<td>5-11</td>
<td>212</td>
<td>8/19/1987</td>
<td>2</td>
<td>Oregon</td>
<td>Rancho Cucamonga, Calif.</td>
<td>D2e-09 (34th overall)</td>
</tr>
<tr>
<td>63</td>
<td>Dan Connolly</td>
<td>OL</td>
<td>6-4</td>
<td>313</td>
<td>6/2/1982</td>
<td>5</td>
<td>Southeast Missouri State</td>
<td>St. Louis, Mo.</td>
<td>FA-07</td>
</tr>
</tbody>
</table>
Example: Search Key

Now consider this list:

<table>
<thead>
<tr>
<th>NO.</th>
<th>NAME</th>
<th>POS</th>
<th>HT</th>
<th>WT</th>
<th>BORN</th>
<th>YR</th>
<th>COLLEGE</th>
<th>HOMETOWN</th>
<th>HOW ACQ.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Shayne Graham</td>
<td>K</td>
<td>6-0</td>
<td>214</td>
<td>9</td>
<td>9</td>
<td>Virginia Tech</td>
<td></td>
<td>FA-2010</td>
</tr>
<tr>
<td>8</td>
<td>Brian Hoyer</td>
<td>QB</td>
<td>6-2</td>
<td>215</td>
<td>10/13/1985</td>
<td>2</td>
<td>Michigan State</td>
<td>N. Olmstead, Ohio</td>
<td>FA-09</td>
</tr>
<tr>
<td>11</td>
<td>Julian Edelman</td>
<td>WR</td>
<td>5-10</td>
<td>198</td>
<td>5/22/1986</td>
<td>2</td>
<td>Kent State</td>
<td>Redwood City, Calif.</td>
<td>D7a-09(232nd overall)</td>
</tr>
<tr>
<td>12</td>
<td>Tom Brady</td>
<td>QB</td>
<td>6-4</td>
<td>225</td>
<td>8/3/1977</td>
<td>11</td>
<td>Michigan</td>
<td>San Mateo, Calif.</td>
<td>D6b-00 (199th overall)</td>
</tr>
<tr>
<td>14</td>
<td>Zoltan Mesko</td>
<td>P</td>
<td>6-5</td>
<td>231</td>
<td>3/16/1986</td>
<td>R</td>
<td>Michigan</td>
<td>Twinsburg, Ohio</td>
<td>D5-2010 (150th overall)</td>
</tr>
<tr>
<td>17</td>
<td>Taylor Price</td>
<td>WR</td>
<td>6-0</td>
<td>205</td>
<td>10/8/1987</td>
<td>R</td>
<td>Ohio University</td>
<td>Hilliard, Ohio</td>
<td>D3-2010 (90th overall)</td>
</tr>
<tr>
<td>18</td>
<td>Matthew Slater</td>
<td>WR</td>
<td>6-0</td>
<td>200</td>
<td>9/9/1985</td>
<td>3</td>
<td>UCLA</td>
<td>Anaheim, Calif.</td>
<td>D5-06 (153rd overall)</td>
</tr>
<tr>
<td>19</td>
<td>Brandon Tata</td>
<td>WR</td>
<td>6-1</td>
<td>195</td>
<td>10/5/1987</td>
<td>2</td>
<td>North Carolina</td>
<td>Burlington, N.C.</td>
<td>D3e-09 (83rd overall)</td>
</tr>
<tr>
<td>21</td>
<td>Fred Taylor</td>
<td>RB</td>
<td>6-1</td>
<td>228</td>
<td>1/27/1976</td>
<td>13</td>
<td>Florida</td>
<td>Belle Glade, Fla.</td>
<td>FA-09</td>
</tr>
</tbody>
</table>

Example: Search Key

NFL uniform numbers follow a specific scheme to make search by number easy for TV announcers...

- Numbers 1 to 19 are worn by quarterbacks, kickers, and punters.
- Numbers 20 to 49 are worn by running backs, tight ends, cornerbacks and safeties.
- Numbers 50 to 59 are worn by linebackers and offensive linemen.
- Numbers 60 to 70 are worn by members of both the offensive line and defensive line.
- Numbers 80 to 89 are worn by wide receivers and tight ends.
- Numbers 90 to 99 are worn by linebackers and defensive linemen.

<table>
<thead>
<tr>
<th>NO.</th>
<th>NAME</th>
<th>POS</th>
<th>HT</th>
<th>WT</th>
<th>BORN</th>
<th>YR</th>
<th>COLLEGE</th>
<th>HOMETOWN</th>
<th>HOW ACQ.</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>Rob Ninkovich</td>
<td>LB</td>
<td>6-2</td>
<td>255</td>
<td>2/1/1984</td>
<td>5</td>
<td>Purdue</td>
<td>Blue Island, Ill.</td>
<td>FA-09</td>
</tr>
<tr>
<td>52</td>
<td>Dane Fletcher</td>
<td>LB</td>
<td>6-2</td>
<td>244</td>
<td>9/14/1986</td>
<td>R</td>
<td>Montana State</td>
<td>Bozeman, Montana</td>
<td>FA-2010</td>
</tr>
<tr>
<td>55</td>
<td>Brandon Spikes</td>
<td>MLB</td>
<td>6-2</td>
<td>250</td>
<td>9/3/1987</td>
<td>R</td>
<td>Florida</td>
<td>Shelby, North Carolina</td>
<td>D2c-2010 (62nd overall)</td>
</tr>
<tr>
<td>58</td>
<td>Tracy White</td>
<td>LB</td>
<td>6-0</td>
<td>230</td>
<td>4/14/1981</td>
<td>8</td>
<td>Howard</td>
<td>St. Stephen, S.C.</td>
<td>TR(PHI)-10</td>
</tr>
<tr>
<td>59</td>
<td>Gary Guyton</td>
<td>LB</td>
<td>6-3</td>
<td>245</td>
<td>11/14/1985</td>
<td>3</td>
<td>Georgia Tech</td>
<td>Hinesville, Ga.</td>
<td>FA-08</td>
</tr>
</tbody>
</table>
Why Does Searching Matter?

Given a large enough set of data, it could take a long time to find something!

Example:
Consider a collection with 10,000,000 records (e.g. a phone book).
How would you find what you’re looking for?

Searching Algorithms
Algorithms that traverse the collection in an attempt to find the desired item.

Why Does Searching Matter?

Searching is an operation which can take a lot of computing cycles.

How many cycles?
It depends:
– How many items in the collection
– Choice of searching algorithm

What does this mean to the user?
A Naïve Searching Algorithm

While there are more items in the list:

- Look at the next item.
- Is this what you were looking for?
  - If yes, all done.
  - If no, take the next item.
- If you got here and didn’t find the item, then it must not be in the list.

We call this Linear Search.

Linear Search Example

Consider the game of Scrabble.

A good Scrabble player can pick up a lot of extra points by knowing 2- and 3-letter words.
Linear Search Example

Consider searching a small dictionary, to see if a word exists. In the game of Scrabble, there are 938 valid 3-letter words.

Let’s search for some words, and see how many comparisons it takes to find them (or to find that they don’t exist).

Linear Search: Python Example

Define a list of all the valid 3-letter Scrabble words:

```python
# define the list of all valid 3-letter words:
```

There are 931 words in the list.
Linear Search: Python Example

```python
query = raw_input("which word to search for? ")
query = query.upper()

found = False # indicate successful search
index = 0 # index into the array (list)

# repeat the following steps until the word is found
# or we reach the end of the list, whatever happens first
while (not found) and (index < len(wordlist)):
    # print out the 'current' word we're looking at
    print "comparing",query,"to",wordlist[index]

    if query == wordlist[index]:
        # we've found it, so we'll stop the loop
        found = True

    # increment the index so we will check the next word
    index = index + 1

if found:
    print query, "is a valid word."
else:
    print query,"is NOT a valid word; you just made that word up!"
```

Linear Search

Characteristics of the Linear Search:

— Simple to implement.
— It doesn’t matter if the collection is sorted.

How many items do you need to look at to find what you’re looking for?

— What if it is in the first position?
— What if it is in the last position?
— What if it is not found?
Calculating the Running Time

How many steps are required to do a linear search through a list of $n$ items?

- If we check each one, it will take looking through $n$ items to complete the search.
- On average, we might expect to look at $n/2$ items on a given search.
- If the item is not found, we will not discover that until the end of the list – after traversing all $n$ items.

We call Linear Search an $O(n)$ algorithm.

Running Time Analysis
A Different Approach to Searching

*How else might we approach this problem?*
Hint: can we divide and conquer?

---

**Binary Search**

*Binary Search* uses a divide-and-conquer strategy.
It requires that the collection be sorted.

Basic strategy:
- Divide the list in half based on some *mid point*, to get two shorter lists (before and after *mid point*).
- Compare the search key to the mid point. Does it come before or after the midpoint? Search the corresponding sub list.
- Continue splitting and searching sub lists until we get a list of length 1:
  - either this is our item, or the item is not in the collection.¹
Binary Search: Python Example

```python
query = raw_input("which word to search for? ")
query = query.upper()
start = 0 # index the start of the search domain
end = len(wordlist) # index the end of search domain
while (end-start) > 1:
    # find the midpoint of this (sub)list
    mid = (end-start)/ 2 + start
    print "Comparing",query,"to", wordlist[mid]
    if query < wordlist[mid]:
        # query would come before mid
        print \"\Your word\", query,\"would be before\",wordlist[mid]
        end = mid
    else:
        # query would come after mid
        start = mid
        print \"\Your word\",query,\"would be after\",wordlist[mid]
    if wordlist[start] == query:
        print query, \"is a valid word.\"
    else:
        print query,\"is NOT a valid word; you just made that word up!\"
```

Calculating the Running Time

How do we calculate the running time for Binary Search?

- Determine the number of comparisons.
- Determine the number of times we split the collection.

Each time we want to split the list, we need to make one comparison (search item to mid point), proceed to search a sub-list.
Running Time: Binary Search

How many times do we split a list of size $n$?
We keep splitting (in half) until we reach 1. How many splits is that?
For $n = 2$, splits = 1
For $n = 4$, splits = 2
For $n = 8$, splits = 3
For $n = 16$, splits = 4
For $n = 32$, splits = 5
For $n = 64$, splits = 6

*What is the pattern here?*

Running Time: Binary Search

Pattern: Each time we double the length of the list ($n$), we increase the number of splits by 1.

This is the opposite of the exponential relationship.
Recall that:
$2^2 = 2*2 = 4$
$2^3 = 2*2*2 = 8$
$2^4 = 2*2*2*2 = 16$

*Generally: $2^x = n$*
Recall: Logarithms

The base-2 logarithm describes how many times we need to divide a value in half to obtain 1:

\[
\log_2(2) = 1 \\
\log_2(4) = 2 \\
\log_2(8) = 3 \\
\log_2(16) = 4 \\
\log_2(32) = 5
\]

\[\log_2(n) = x\]

where \(x\) is the power to which we would raise 2 to obtain \(n\):

\[2^x = n\]

Running Time: Binary Search

For a list of size \(n\), we have \(\log_2(n)\) splits.

Thus, Binary Search is an \(O(\log_2(n))\) algorithm.

\[\log_2(n) < n\]

(this is true for all \(n > 1\))
Running Time Analysis

We can barely see the line for $\log_2(n)!$

Running Time Analysis

Now we see $\log_2(n)!$ Note: change of scale.
What You Learned Today

– Searching is...
– Search key
– Linear search
– Binary search

Announcements and To Do List

– No homework this weekend (sorry)
– Readings:
  • http://www.sorting-algorithms.com/ (next week)