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Motivation: A routing protocol for wireless sensor networks in the Internetg.g.additive-increase multiplicative-decrease
is expected to operate in a challenged environment. PowfAIMD) of TCP for reacting to congestion conditions. Our
ered by batteries, sensor nodes have to conserve as much grotocol, we callM2RC, uses a multiplicative-increase
ergy as possible to increase the lifetime of the sensor netadditive-decrease (MIAD) controller to adapt the number of
work. Furthermore, node failures and packet losses are exaeighbors to which a packet is forwarded. This current num-
pected to be common in many sensor netwoekg, military ber of neighbors is maintained at each node in a control vari-
scenarios. These failures/losses couldrbasientin nature,  able, we calbranching factor(bfad). bfacis controlled based
for example due to temporary wireless interference. Thus, an locally observed error (packet loss) conditions.

routing protocol for such challenged networks should be ca- In brief, bfacis multiplied by two if the last forwarded
pable of adapting to constantly changing network conditionsyacket is not correctly received by a neighbor leading to the
while saving as much power as possible. sink; bfacis decremented by one upon successful packet de-
GRAB [1] is a routing protocol recently proposed for livery. By aggressively increasingfac upon local errors,
sensor networks to enhance the reliability of data deliv-M2RC expands its routing reach to more neighbors that are
ery. Unlike previous approaches, e.g. Directed Diffusion [2], further away to quickly overcomidcal unreliability, at the
which are adaptivaingle-pathrouting protocols, GRAB is expense of consuming more power. Whenever local error
multi-pathsubject to some energy budget constraint on everyconditions subside, RRC shrinks its routing reach conser-
delivered packet. vatively, finally forwarding data packets (reports) to a single

Under Directed Diffusion, from the multiple paths avail- neighbor that is closest in distance to conserve energy.
able to the sink, the source or an intermediate forwarding To summarize, MRC has the following salient features:

node selectenepath as the primary path based onthe quality o yplike existing routing schemes, MC is neither
(e.g. loss, delay) of data delivery—data is delivered on sec- single-path nor multi-path, rather each node adapts
ondary paths at a lower rate to keep them alive and determine e multiplicity of paths based on its observed (local)
their quality. Thus, based on local changes in network con-  grror/loss conditions:
ditions, a node may switch its primary path to another one. o Under M?RC, only for high error levels, a node uses
This local reaction to local changes is however limited by the high-powered transmissions to reach farther neighbors.
inherent delay of such single-path routing protocol to switch For low error levels, a node adapts to low-powered
to and establish a new loop-free primary path in case of local transmissions.  Thus, RRC judiciously consumes
error conditions. power based on local error conditions, which maxi-
To be more proactive, GRAB is multi-path—a sensor mizes the lifetime of the network and minimizes the
node forwards a data packet (report) to several neighbors as ~ cost of the power consumed per successfully delivered
long as the total power consumed by that packet is still within datareport;and )
a certain given budget. The number of neighbors to which an ® M”RC is unique in its use of an adaptive MIAD con-

under-budget packet is forwardedsiatic (e.g. three neigh- troller, which aggressively probes for possible routes
bors), regardless of the level of local errors. The only adap- 0 deliver data packets, thus reacting quickly within
tation of GRAB is end-to-end—for example, if the average unreliable areas of the sensor field.

success rate of data reports falls below a certain threshold, the  We implemented MRC in the ns-2 network simulator.
sink resends an advertisement (ADV) packet to re-establisWe compared it against GRABin-hop routing where each

the routing state in thevholenetwork, thus unreliable/failed node sends to the farthest neighbor toward the sink using
nodes/links may be avoided. This end-to-end approach to lomaximum power; andnin-power routing where each node

cal error conditions is problematic since it is very costly espe-forwards data packets along the least-energy path toward the
cially if errors are transient. It may be more energy-efficient sink. Our simulation results confirm the premise ofRC,

to react to such temporary error conditions in a localized waywhich is found to outperform all other schemes-2RC

Our Contribution: We propose a new approach to rout- achieves over 90% successful delivery rate using around 30%

ing in wireless sensor networks. Our approach is inspired®SS Power than that of GRAB.
by control-theoretic adaptations similar to those widely usedM2RC Details: M2RC has two phases: the first phase is the
mesh establishment phase and the second one is the data for-



warding phase. During thmesh establishmemthase, the value of one.

sink broadcasts an advertisement (ADV) packet. This ADV In sending an ACK, nod&’, upon receiving (hearing)
control packet serves two purposes: (1) it assigns a cost 19 gata packet from nod#, estimates its distance frodk
each forwarding node, where a node’s cost is the minimuMyase4 on the strength of the received signal. If the distance
amount of power needed to reach the sink from this nodeqyer whichy will next forward that packet is at least equal
Thus the established costs increase as we go further from thg iis gistance from , thenX implicitly receives an ACK by

sink; (2) the ADV packet gives each node a chance to dis-yerhearingy’s transmission. Otherwisé; explicitly sends
cover its neighbors toward the sink. Each nddenaintainsa 5 gmall ACK packet toX..

list of neighbors whose cost is less than thai\gfi.e., closer
to the sink thanV. To ensure loop-freedondy can forward
packets only to any of those neighbors to reach the siik. . . ;
also maintains its list of neighbors ordered based on the physr-'c_’r to GRAB [1].' We evaluated GRABnln—th routingand
ical distance between itself and each neighbdf-uses these min-power routing over a sensor f|gld of S'.moo x 800
distances to calculate the amount of power needed to broacmeters with 256 nodes located uniformly in the field. We

cast/forward data packetsThis mesh establishment phase is simulated both node failures and packet losses. All nodes ex-
similar to that of GRAB perience a packet loss probability of 0.1. In our node failure

] ) model, in a specified subarea(s) of the sensor field, each node
During the second phase déta forwarding the source  giays up for an exponentially distributed time with an aver-
gathers sensing reports and forwards them to the sink. Th‘ége of 300 seconds, then the node goes to an exponentially

source attaches to each packet a certain amount of *budgetgisiributed (temporary) blackout period with an average that
This budget represents the total amount of power that coulc}&mges from 60 to 210 seconds.

be expended by this packet along the way to the sink. A node . .
drops a data packet if the packet’s budget has been depleted. We vary the I’atI.O of blacl_<out-to—upt|me o StUdY the per-
When forwarding a data report, a node includes its cost in th ormance of the various routing pro.tocols. Our main perfor-
header of the packet. Upon receiving a data packet from nogdlance measures grthroughput defined as'the percentage
Y, nodeX can only rebroadcast this packet if its own cost is ‘?f successfully delivered data reports; afelivery co_s,tde-

less than the cost df —this ensures that RRC is free of fined as the power consumed per successfully delivered data

routing loops. report.
Our results show that MRC outperforms all other pro-

tocols. Themin-power routingscheme fails to successfully
deliver any data reports due to its long paths. Tiia-hop
fouting scheme is inferior to both KRC and GRAB due

Performance Evaluation: In our ns-2 simulations, we did
not include Directed Diffusion as it was shown to be infe-

Each node maintains a control variable called the
branching factor(henceforth denoted blyfac), which indi-
cates the current number of neighbors (from closest to far
thest in distance) to which this node should broadcast dat . . : o .
packets. The highebfacis, the more power the node uses tq high golhsmns resulting from its high-powered trapsm|s—
to send packets and thus the more reliable the communicaz °"Ns- F|_naIIy, MRC performs better than GRAB_th'S su-
tion is. When nodeX needs to broadcast a data packet per|or|ty' is more pronounced when 'the unrell.able subgrea is
looks up its neighbor list for the distance between itself anglocated in the middle of the sensor field. In this scenario, be-

its neighbor numberebfac. X then calculates the amount of cause of its MIAD-based routing control, /RC behaves as

power needed to send the packet to that neighbor. We ne){pin—power (single—path) rogting out.side th? unreliabl_e sub-
explain howbfacis adapted using an MIAD controller. area, whereas it behaves in adaptivemulti-path routing

fashion inside the challenged subare2R& achieves higher

Eve'ry. 'node initializesbfac to one. This means that throughput than GRAB with up to 20% less power consump-
a node initially broadcasts data packets only to its closes}jg, per successfully delivered report.

neighbor, thus requiring the least power. After sending a data . L
packet, nodeX waits for an acknowledgment (ACK). [ Future Work: We are cgrrently |nvest|gat|r_19 the perfor-
hears an ACK for the data packet within a predefined timeout"ance of MRC over a W'd?r range of conditions. We are
interval, X doesn’t do anything else concerning this packet. also.developln.g mathemaucal models that captgre the dy-
Otherwise,X doubles the current value bfacand retrans- ~ "amics of routing in sensor networks, and ofRC in par-
mits at a higher power to reach its neighbor numbéried ticular.

This process continues until eith&r hears an ACK for the References:

packet or the value dffac reaches its maximum, which is [1]F. Ye, G. Zhong, S. Lu, and L. Zhang. GRAdient Broadcast: A Robust
determined by the total number of neighbors tRatearned Data Delivery Protocol for Large Scale Sensor Networks. To appesCM
about during the mesh establishment phase. Upon receiving"¢!ess Networks (WINETYol. 11, No. 2, March 2005.

an ACK, X starts to decrease idacadditively (once every a 2] C. Intanagonwiwat, R. Govindan, and D. Estrin. Directed Diffusion:

. e A Scalable and Robust Communication Paradigm for Sensor Networks. In
certain number of acknowledged data packets) to a minimunp,,¢ “of MobicoM August 2000.

IWe assume power is related to distance according to a relationship of
the formpower  distance £, whereg > 1.
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