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Measuring Capacity Bandwidth of Targeted
Path Segments

Khaled Harfoush, Member, IEEE, Azer Bestavros, Senior Member, IEEE, and John Byers

Abstract—Accurate measurement of network bandwidth is im-
portant for network management applications as well as flexible
Internet applications and protocols which actively manage and
dynamically adapt to changing utilization of network resources.
Extensive work has focused on two approaches to measuring band-
width: measuring it hop-by-hop, and measuring it end-to-end
along a path. Unfortunately, best-practice techniques for the
former are inefficient and techniques for the latter are only able
to observe bottlenecks visible at end-to-end scope. In this paper,
we develop end-to-end probing methods which can measure bot-
tleneck capacity bandwidth along arbitrary, targeted subpaths of a
path in the network, including subpaths shared by a set of flows.
We evaluate our technique through ns simulations, then provide a
comparative Internet performance evaluation against hop-by-hop
and end-to-end techniques. We also describe a number of appli-
cations which we foresee as standing to benefit from solutions to
this problem, ranging from network troubleshooting and capacity
provisioning to optimizing the layout of application-level overlay
networks, to optimized replica placement.

Index Terms—Bottleneck bandwidth, content distribution,
end-to-end measurement, overlay networks, packet-pair.

1. INTRODUCTION

EASUREMENT of network bandwidth is important

for many Internet applications and protocols, especially
those involving the transfer of large files and those involving
the delivery of content with real-time QoS constraints, such as
streaming media. Some specific examples of applications which
can leverage accurate bandwidth estimation include end-system
multicast and overlay network configuration protocols [8], [24],
[2], content location and delivery in peer-to-peer (P2P) net-
works [43], [5], network-aware cache or replica placement
policies [25], [40], and flow scheduling and admission control
policies at massively-accessed content servers [9]. In addition,
accurate measurements of network bandwidth are useful to
network operators concerned with problems such as capacity
provisioning, traffic engineering, network troubleshooting and
verification of service level agreements (SLAs).
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Fig. 1. Leveraging shared bandwidth measurement for optimizing parallel
downloads (left) and overlay network organization (right). Numeric labels
represent capacity bandwidth of path segments in Mbps.

Bandwidth Measurement: Two different measures used in
end-to-end network bandwidth estimation are capacity band-
width, or the maximum transmission rate that could be achieved
between two hosts at the endpoints of a given path in the absence
of any competing traffic, and available bandwidth, the portion of
the capacity bandwidth along a path that could be acquired by a
given flow at a given instant in time. Both of these measures are
important, and each captures different relevant properties of the
network. Capacity bandwidth is a static baseline measure that
applies over long time-scales (up to the time-scale at which net-
work paths change), and is independent of the particular traffic
dynamics at a time instant. Available bandwidth provides a dy-
namic measure of the load on a path, or more precisely, the
residual capacity of a path. Additional application-specific in-
formation must then be applied before making meaningful use
of either measure. While measures of available bandwidth are
certainly more useful for control or optimization of processes
operating at short time scales, processes operating at longer time
scales (e.g., server selection or admission control) will find esti-
mates of both measures to be helpful. On the other hand, many
network management applications (e.g., capacity provisioning)
are concerned primarily with capacity bandwidth. We focus on
measuring capacity bandwidth in this paper.

Catalyst Applications: To exemplify the type of applications
that can be leveraged by the identification of shared capacity
bandwidth (or more generally, the capacity bandwidth of an ar-
bitrary, targeted subpath), we consider the two scenarios illus-
trated in Fig. 1. In the first scenario, a client must select two out
of three sources to use to download data in parallel. This sce-
nario may arise when downloading content in parallel from a
subset of mirror sites or multicast sources [6], [42], [15], or from
a subset of peer nodes in P2P environments [5]. In the second
scenario, an overlay network must be set up between a single
source and two destinations. This scenario may arise in ad-hoc
networks and end-system multicast systems [8], [24].
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For the first scenario illustrated in Fig. 1 (left), the greedy
approach of selecting the two servers whose paths to the client
have the highest end-to-end capacity bandwidth—namely,
servers A and B—is not optimal, since the aggregate bandwidth
to the client would be limited by the shared 3 Mbps capacity
bandwidth from servers A and B to the client. To be able to
select the pair of servers yielding the maximum aggregate
bandwidth of 5 Mbps—namely A and C or B and C—the
client needs to measure the shared capacity bandwidth between
pairs of servers. Similarly, in the second scenario illustrated
in Fig. 1 (right), the identification of the best set of routes
for distributing content from source A to destinations B and
C hinges on our ability to determine the capacity bandwidth
of the shared portion of the AB and AC paths (as well as the
end-to-end capacity bandwidth of path BC). Specifically, it is
better to use the AB 4+ BC links to provide 3 Mbps to client B
and 2 Mbps to client C, rather than the AB 4+ AC links for 1.5
Mbps to each (assuming fair sharing).

Paper Scope, Contributions, and Organization: In this
paper we propose an efficient end-to-end measurement tech-
nique that yields the capacity bandwidth of an arbitrary subpath
of a route between a set of end-points. By subpath, we mean
a sequence of consecutive network links between any two
identifiable nodes on that path. A node ¢ on a path between a
source s and a destination d is identifiable if it is possible to
coerce a packet injected at the source s to exit the path at node
1. One can achieve this by: 1) targeting the packet to ¢ (if ¢’s IP
address is known), or 2) forcing the packet to stop at ¢ through
the use of TTL field (if the hopcount from s to 7 is known),
or 3) by targeting the packet to a destination d’, such that the
paths from s to d and from s to d’ are known diverge at node
1. Our methods are much less resource-intensive than existing
hop-by-hop methods for estimating bandwidth along a path and
much more general than end-to-end methods for measuring
capacity bandwidth. In particular, our method provides the fol-
lowing advantages over existing techniques: 1) it can estimate
bandwidth on links not visible at end-to-end scope, and 2) it
can measure the bandwidth of fast links following slow links
as long as the ratio between the link speeds does not exceed the
ratio between the largest and the smallest possible packet sizes
that could be transmitted over these links.

The remainder of this paper is organized as follows. In
Section II, we review existing literature. In Section III, we
develop a basic probing toolkit, comprising existing methods
and our new ideas. We compose several of these tools together
in Sections IV and IV.E to measure capacity bandwidth along
arbitrary subpaths, and capacity bandwidth shared by a set
of flows, respectively. In Sections V, VI and VII, we present
results of simulation, controlled laboratory experiments and
Internet validation experiments, showing the effectiveness of
our constructions.

II. RELATED WORK

One way of classifying bandwidth estimation techniques
is based on whether they conduct hop-by-hop [20], [31],
[11], [29], [30] or end-to-end [27], [4], [7] measurements.

Hop-by-hop techniques rely on incrementally probing routers
along a path and timing their ICMP replies, whereas end-to-end
techniques base their bandwidth estimation on end-host replies
only. The techniques we present in this paper belong to the
latter class, albeit at a granularity finer than that achievable
using existing end-to-end techniques. Another classification
of bandwidth measurement techniques is based on whether
they measure the capacity bandwidth [20], [31], [11], [27], [7],
[29], [30], [26] or the available bandwidth [1], [3], [19], [18],
[23], [33], [39], [4], [7], [22], [14], [41], [44] of a path. The
techniques we present in this paper are aimed at measuring
capacity bandwidth. While collecting measurements only at
the endpoints, our proposed measurement techniques are able
to provide bandwidth estimates along arbitrary segments of a
path, which is inherently different from other techniques.

In classifying bandwidth measurement techniques, one can
also look at the probing methodology employed—namely,
the number and sizes of packets in a probe. Probe structures
considered in the literature include: (1) single packet probing
[4], [20], [31], [11], (2) packet bunch probing, employing a
group of packets sent back-to-back [7], [30], [45], [35], (3) uni-
form packet-pair probing, employing two back-to-back packets
of the same size [27], [7], and (4) non-uniform packet-pair
probing, employing two back-to-back packets of different sizes
[29], [30]. The probing techniques we will propose can be
classified as packet-bunch probes with non-uniform packet
sizes.

Finally, one can classify bandwidth estimation techniques
into active and passive techniques. Active techniques, com-
prising most of the work in the literature, send probes for the
sole purpose of bandwidth measurement. Passive techniques
rely on data packets for probing as exemplified in Lai and
Baker’s nettimer tool [30], which uses a packet-pair technique
at the transport level to passively estimate capacity link band-
width. The techniques we propose in this paper are applied
actively.

Several research efforts have conducted thorough analysis of
the properties and the limitations of bandwidth measurement
techniques. In [10], [22], the authors study the impact of cross-
traffic on packet-pair bandwidth estimation techniques. In [36],
the authors highlight the problems associated with the use of
small packets in packet-pair techniques due to the presence of
variable size layer-2 headers in different links along the path.
Our proposed techniques do not fall into the packet-pair tech-
niques category and the impact of layer-2 headers on our tech-
niques can be contained by appropriate sizing of our probing
structures. The probing constructions most closely related to
ours are the “packet-pair” [28] and “tailgating” [29] construc-
tions. We discuss relevant technical properties of these construc-
tions, which we employ and build upon in Section III.

III. PROBING TOOLKIT

In this section, we describe basic constructs of our probing
sequences and corresponding terminology. With each probing
construct, we describe its properties and point to its usefulness
as a building block for the end-to-end measurement of subpath
capacity bandwidth, which we describe in Section IV.
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A. Basic Definitions and Assumptions

For the purposes of this paper, a probe is a sequence of one
or more packets transmitted from a common origin. We say that
any contiguous subsequence of packets within a probe are trans-
mitted back-to-back if there is no time separation between trans-
mission of the individual packets within the subsequence. As
detailed in the related work section, back-to-back packets have
been widely used in estimating the end-to-end bandwidth of a
connection [4], [27], [7], [30], [29]. A multi-destination probe
is one in which the constituent packets of the probe do not all
target the same destination IP address. Multi-destination probes
have begun to see wider use as emulations of notional multicast
packets—many of the same end-to-end inferences that can be
made with multicast packets can be made with multi-destination
unicast probes (albeit with added complexity) [12], [17]. A uni-
form probe is one in which all of the constituent packets are of
the same size; likewise, a non-uniform probe consists of packets
of different sizes. Finally, we say that an individual packet is
hop-limited if its TTL is set to an artificially small value so as
not to reach the ostensible destination. Hop-limited packets can
be used to trigger an ICMP response from an intermediate router
and in other ways that we describe later in the paper.

Throughout the paper we use various probing techniques that
rely on sending sequences of probes. The probing techniques
differ in the number of packets constituting a probe, the size
and the path traversed by each probe packet. They also differ in
the host collecting the probing responses and the function used
by this host to perform the required estimation.

Each packet p transmitted within a probe is parameterized
by its size s(p) in bits and its final destination, D(p). In the
event that a packet is hop-limited, it has a third parameter, its
maximum hop-count, /(p). To denote a probe, we refer to each
probe packet with a distinct lowercase letter, and represent the
sequential order in which they are transmitted from the probing
host by writing them from left to right.

We denote interpacket spacing with square braces. As an ex-
ample, [pq][pq][r] would denote transmission of a pair of iden-
tical two-packet probes followed by a single packet probe which
has different characteristics; packets in each of the two-packet
probes are transmitted back-to-back while probes are not trans-
mitted back-to-back. As another example, [{p}"] denotes a se-
quences of r identical probe packets that are sent back-to-back.

We use the term interarrival time of packets p and q at a link
to denote the time elapsed between the arrival of the last byte of
p and the arrival of the last byte of ¢ at that link. Similarily, we
use the term interdeparture time to denote the time elapsed be-
tween the transmission of the last byte of p and the transmission
of the last byte of ¢. By these definitions, the interarrival time of
packets p and q at a given link is the same as the interdeparture
time of packets p and ¢ at the preceding link on the path.

The constructions and analyses we present later in this paper,
are conditioned on a set of basic assumptions about the network.
These assumptions, which are common to most probing studies
(e.g., [4], [7], [29], [30]), are enumerated below:

1) Routers are store-and-forward and use FIFO queueing.

2) Probing hosts can inject back-to-back packets into the net-
work.
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3) Host clock resolution is granular enough to enable accurate
timing measurements.

4) Analytic derivations assume an environment free from
cross-traffic.

Assumption 1 is needed to ensure that probe packet orderings
are preserved. Assumptions 2 and 3 are easily enforcable using
proper kernel capabilities. Assumption 4, while necessary for
analysis, is typically discarded in experimental (simulation or
implementation) settings to establish the robustness of the con-
structions in realistic settings.

B. Existing Probing Methods and Properties

One of the essential techniques that we build upon is the use
of “packet-pairs”, originally used by Keshav [28], and subse-
quently refined by Carter and Crovella [7], Paxson [37], [38],
[39] and Lai and Baker [30], to determine capacity bandwidth
on a network path. Packet-pair techniques rely on the following
property, which holds under an assumed network model dis-
cussed later in this section.

Lemma 1: Packet-Pair Property. Consider a path of n
physical links Lq,Ls,...,L, with capacity bandwidths
b1,ba, ..., by, respectively. If a probe of the form [pp] is in-
jected at Ly, with D(p) = L, then the interarrival time of the
two constituent packets of this probe at L, is s(p)/(miny, by.)
units of time.

An important corollary to Lemma 1 is that the capacity band-
width across a set of links (miny, b) can be estimated through
measurement of packet interarrival times and knowledge of
packet sizes.

Another closely related technique also used in our construc-
tions is “packet-tailgating”. This technique was introduced by
Lai and Baker in [29] and evaluated within their nettimer tool
[30] to estimate the capacity bandwidth of all physical links
along a path. The packet-tailgating technique hinges on the
following property [30], which formulates the condition under
which a non-uniform packet-pair remains back-to-back over a
sequence of physical links.

Lemma 2: Tailgating Property. Consider a path of n physical
links L1, Lo, ..., L, with capacity bandwidths b1, bs,..., b,
respectively. If a probe of the form [pg] is injected at Ly, with
D(p) = D(q) at the end of link L,, and if Vk < n, 28 > beer,

s(¢) = bk
then [pq] will remain back-to-back along the entire path.

C. Ensuring Back-to-Back Queuing at a Given Link

We now describe the first of our constructions—a construc-
tion that allows us to establish conditions that guarantee that
all constituent packets of a probe will queue up back-to-back at
a given intermediate link along a given path. We do so through
the use of a (typically large) pacer packet, which leads the probe
into the network.

Definition 1: A paced probe is a probe X sent back-to-back
behind a large pacer packet p of the form [pX]. The pacer packet
has a destination D(p) at an intermediate point in the network. It
leads the paced probe (its followers) up through this link as part
of their trip and all the followers queue behind p in the queue at
router D(p). At this point, p is dropped.
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The following lemma expresses the condition guaranteeing
that probe packets remain back-to-back at the pacer packet’s
final destination.

Lemma 3: Let L be a sequence of n physical links L,
Lo, ... L, with capacity bandwidths b1, bs, . . . b,, respectively.
Also, let [pq; . . . gm] be a probe consisting of a set of m paced
packets which are injected back-to-back behind a pacer packet,
where D(p) = Ly, and D(q;) = L,. A sufficient condition for
all follower packets ¢; to queue behind p at link Ly, is

s(p) + 305 s(q)) o b
> i=15(q5)

Proof: Tt is not hard to see that if [pqi ...qn] probe
packets are injected back-to-back at L1 then the interarrival
time A}’ ; between p and g, over link Lj_, satisfies the

) ) . ¥ s(qy)

inequality A}, < % In order to guarrantee that
1<i<k—170Y4 . . .

g1 will queue behind p over Ly, the transmission time of p

over L; must be at least as large as the maximum A}c,l value.

min > —
1<w<m min; <y b;

That is the condition %2 > % (or equivalently
by ming <<k 1 b;
SS((qpl)) > mmeﬁ) must be satisfied. Now, assuming that

q1 queues behind p over L, in order to guarantee that ¢o
will queue behind them over Ly, the transmission time of
p and ¢; over L must be at least as large as the maximum
A? | value. That is the condition S(p);';i(m) > _s(g)+s(g)

= minj<i<k_1b;
(or equivalently SS((qpl))fs((qqu)) > min1<};i ——-) must be sat-

isfied. In general, assuming that ¢; Vj = 1,...w — 1 are

queued back-to-back over Ly, in order to guarrantee that g,

s+ VT s(g;
will queue behind them, the condition Mﬁ;q;q)

m must be satisfied. In order for all the [pq; . . . ¢m]
packets to be queued back-to-back over Lj, the condition
s+ s(4)) S b
Z;ﬂ:l s(g5) -
s+ s(ay)
Z;Uzl s(q5)

satisfied. This concludes the proof. [ |

. V1 < w < m (or equiva-
ming<;<g—1bi

lently ming <u<m( ) must be

) by
= minj<i<p_1 b

D. Preserving Packet Interarrival Times Over a Subpath

Our next construction allows us to tackle another challenge,
which is to some extent complementary to pacing—namely how
we can ensure that the interarrival time of two packets at a spe-
cific link L; along a path can be preserved as these packets
traverse additional links en route to their common destination
L,,. The ability to preserve packet spacing over the subpath
L;L;y1 ...L, enables us to measure such spacing remotely (at
L,). The following Lemma establishes a necessary condition
for the preservation of packet spacing over a sequence of links.

Lemma 4: Preservation of Spacing. Consider a path of
n physical links Lq, Lo, ..., L, with capacity bandwidths
b1,ba, ..., b, respectively. If a probe of the form [p][p] is
injected at L; with D(p) = L, and an interarrival time of
A, then A will be preserved over all links L; if and only if

s(p)
A

S Hlinlgkgn bk.
Proof: s(p)

ming<p<n bp

packet, p, over the bottleneck link. If

is the transmission time of each probe
“(p) > A then

ming <p<n bk

the two probe packets will be transmitted back-to-back over the
bottleneck link and A will be expanded to ﬁ starting
from the bottleneck link till the destination L,,. [ ]

Lemma 4 shows that in order to avoid skewing the interarrival
time (A;) through subpath L;y1,... L,, the condition Sép )

min(i_i_l)gkgn bk must hold. b

IV. SUBPATH BANDWIDTH MEASUREMENT
USING CARTOUCHE PROBING

In this section we present our main probing structures, which
enable us to achieve our stated goal of estimating the capacity
bandwidth for an arbitrary path segment. In particular, given a
path consisting of a sequence of links L1, ..., L,, with capacity
bandwidths by, . . ., b,, our goal is to estimate the capacity band-
width of an arbitrary sequence of links along that path, i.e., es-
timate min;<y<; by, for arbitrary < and j such thats < 7 < n.
We use the shorthand b; ; to denote the capacity bandwidth in
the interval between links 7 and 5 inclusive.

We proceed by first demonstrating how to estimate the ca-
pacity bandwidth over a prefix of a path and over a suffix of a
path. Techniques for handling these two easier cases, which are
often useful in their own right, will provide insight as to how to
approach the general problem.

A. Estimating Bandwidth Over a Prefix of the Path

We begin by estimating the capacity bandwidth along a path
prefix, i.e., inferring b, ;. Since the packet-pair technique de-
scribed in Section III provides an estimate for by ,, it follows
thatif by ; < bjy1 5, then by ; = by »,, giving us a solution. But
when by ; > bjq1,», the packet-pair technique will end up esti-
mating b; 1 . The underlying reason for this is that packet-pair
techniques rely on the preservation of packet interarrival times
induced at the bottleneck. So while the packet-pair property
gives an interarrival time A; at L; of A; = s(p)/(b1,;). the
interarrival time at L,, is A,, = s(p)/(b1,»). This suggests a po-
tential solution, namely preserving A ; unaltered to the end-host
so that the end-host may infer b; ;. Indeed, Lemma 4 gives us
the condition we must satisfy to ensure such preservation. To do
so, we need to generalize the packet-pair construction (spelled
outin Lemma 1) to yield an interarrival time that is large enough
to satisfy the constraints set by Lemma 4.

Lemma 5: Consider a path of n physical links Ly, Lo, ... L,
with capacity bandwidths by, bs, ... b, respectively. If a probe
of the form [{p}(”“)] is injected at L; and destined towards
L,, then the interarrival time (A ;) between the first and the last

probe packets at the end of every physical link L;, for1 < j <
-5(p)

ming <p<; by . .

Based on the above lemma, one can generalize the packet-pair

technique by using a probe structure consisting of a sequence of
packets of the same size, whereby all packets except the first
and the last are dropped at the end of L;. By including enough
packets in this sequence, the interarrival time between the first
and last packets A; at the end of L; can be made large enough
to be preserved as these two packets traverse links L1, ... Ly,.
Indeed, Lemma 5 shows that if we use r + 1 packets, then
A; would be (r - s(p))/b1,;. To satisfy the packet interarrival
preservation condition, it turns out that we need the condition
7 > by j/bjt1 n to be satisfied. That is, we would need as many

n, 1S
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Fig. 2. Tllustration of cartouche probing: A cartouche of size » = 2 is used
to measure b, ;. Here, all packets are dropped at link L ; except for the marker

packets, and the spacing between the markers is preserved until they reach their
target A.

A (A

probe packets as the ratio between by ; and b;41 ,,, which makes
this approach impractical. For example, if the ratio is 100 then
a sequence of 100 probes need to be used, which is quite net-
work intrusive. A better approach to preserve the interarrival
times of probe packets at an internal link L; as these packets
traverse subsequent links L1 ... L,, is to use small packets as
“markers” that delimit measurement boundaries. As we elab-
orate next, the use of small marker packets help preserve the
spacing between packets while lowering the heavy requirement
of using a sequence of many probe packets.

Definition 2: A cartouche [pm{pq}"~'pm] over the set of
links Lq,...L;,..., L, is a sequence of r 4+ 1 heterogenous
packet-pairs in which s(p) > s(m) = s(q), D(p) = D(q) =
L;, and D(m) = L,,. We refer to the first packet (p) in each
pair as the magnifier packet, the second packet (m or ¢) in each
pair as the marker packet, and r as the cartouche size. With the
exception of the first and last marker packets m, all packets of
the cartouche are targeted to L;, which is called the egress link
of the cartouche. L,,, the destination of the first and last marker
packets is called the rarget of the cartouche.

Lemma 6: Let L be a sequence of n physical links Ly,
Lo, ... L, with capacity bandwidths by, bs, . . . b,, respectively.
Given a cartouche of the form [pm{pq}"~'pm] over L with
L; as its egress link, let t¢ and t, be the time that the final
byte of the first and last marker packets are received at link L;,
respectively, thent, — t; = %

Lemma 6 provides the most imf)oftjant property of cartouche
probing. It defines the interarrival time for the first and last
marker packets over every physical link up to the cartouche
egress link. Fig. 2 shows the composition and progression of
a cartouche of size r = 2 injected at link L towards a target
end-host L,, = A with link L; as its egress link.

Corollary 1: Let L be a sequence of n physical links L,
Ls, ... L, with capacity bandwidths b1, bs, . . . b,,, respectively.
Given a cartouche of the form [pm{pq}"~'pm] over L with L,
as its egress link, let A; be the interarrival time between the
m markers at the end of L;, then A; will be preserved over

Ljs1,... L, if and only if ;2 < re(®)te(m))

tln — s(m)
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Corollary 1 follows directly from Lemma 6 and Lemma 4 to
derive a sufficient condition for the preservation of markers in-
terarrival times upon exit from the cartouche egress link L; and
throughout the sequence L;41, ... L,. Note that with s(p) =
1500 bytes and s(m) = 40 bytes, preservation holds even when
(b1,/bj+1,n) < 38.57; that is the interarrival time between the
first and last marker packets holds even when b; 1 ,, is approxi-
mately 407 times smaller than by ;, where r is the cartouche size.
It should be noted that b; ; and b; 4, values are not known in
advance and thus a reasonably large value of » may be needed.
In Section V we shown that histograms leading to bandwidth
estimates over a path prefix exhibit consistent patterns as r in-
creases, which helps identify appropriate 7 values.

Lemma 6 and Corollary 1 are all that are needed to provide a
solution to the problem of inferring the capacity bandwidth of a
path prefix. Specifically, this is done by: (1) sizing a cartouche
to satisfy the conditions of Corollary 1, (2) setting the cartouche
egress link to be L;, (3) injecting the cartouche packets back-to-
back at link L1, and (4) using the interarrival time of the first and
last marker packets at link L,, as an estimate of their interarrival
time at link L; and using the relationship given in Lemma 6 to
estimate by ;.

B. Estimating Bandwidth Over a Path Suffix

We now turn our attention to the complementary problem of
estimating the capacity bandwidth of a path suffix—namely, b; ,,
for an arbitrary 7 such that 1 < ¢ < n.Forthe case by ;_1 > b1
the task is trivial since b; ,, would be equal to by ,,, which can
be inferred using the packet-pair technique. In the rest of this
section, we concentrate on the case when by ;1 < by 5.

A first-thought approach to obtaining b; ,, is to use pacing
(as spelled out in Lemma 3) to ensure that cartouche packets
queue up (and hence are injected back-to-back) at link L;, the
first link on the suffix of interest. Effectively, this would enable
us to “remotely release” a cartouche at link L;. In [16], we have
investigated the effectiveness of such an approach. Our findings
show that, due to MTU limitations, the effectiveness of pacing
is reduced for large payloads, especially when b; is much larger
than bl’ifl.

A better approach to estimating b;, iS to attempt to
identify the bottleneck link over the subpath of interest
L;,...L;t1,...L, and estimate that link’s bandwidth. We do
S0 using cartouche trains.

Definition 3: A cartouche train over a set of links
Ly,...L;,... Lj,... L, is a probe consisting of a sequence of
l = j — i 4+ 1 possibly overlapping cartouches of size  each,
whose egress links are L;, L1, ... L;, respectively. Link L;
is called the initial egress link of the cartouche train and link
L; ;1 is called the final egress link of the cartouche train. The
number [ of possibly overlapping cartouches in a cartouche
train is called the length of the cartouche train.

A cartouche train is completely defined by its length
l, by the size r of its constituent cartouches, by its ini-
tial (or final) egress link L; (or L;), and by its target
L,. For instance a cartouche train of length 2 and of
size 3, whose final egress link is L5 and whose target is
Lg is given by [p3mpsqipaqapampsqspsqspsm], where
D(pw) = D(qw) = Ly, w = 3,4,5,and D(m) = Lg.
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Fig. 3. Illustration of a cartouche train » = 1 and [ = 2 used to estimate b4 5.

Consider a cartouche train of the form [p;—i1mp;mp;11m
.. pnm], whose target as well as final egress link is L,,. This
cartouche train consists of (n — ¢ 4+ 1) overlapping cartouches
(each of the form [p,,_1mp,m]). Clearly, D(m) = L, and
D(pw) = L., which means that all marker packets are targeted
to L,, whereas magnifier packets are targeted to successive links
starting at L;_;.

Fig. 3 shows the composition and progression of such a car-
touche train of length [ = 2 transmitted from L; and targeted
to L4 with L3(Ly4) as its initial (final) egress link. Note that the
structure of the cartouche train over the subpath before L3 (i.e.,
over L, and L») resembles that of a cartouche of size r = 2.
This means that the interarrival time between any pair of suc-
cessive marker packets just before the initial egress link L is
(s(p) + s(m))/by 2. Also, due to the way the magnifier packets
exit the subpath L3 L4 on successive links, each of these inter-
arrival times may be updated at only one specific link. For in-
stance, the interarrival time at Lo between marker packets 1 and
2 can only be altered at L3.! Similarily, the interarrival time be-
tween marker packets 2 and 3 can only be altered at L. This
key property is formulated in the following lemma, which quan-
tifies the interarrival time (AF ) between the two marker packets
immediately preceding and immediately following a magnifier
packet egressing at link L.

Lemma 7: Let L be a sequence of n physical links
Ly,...L;, ... L, with capacity bandwidths by,...b;,...b,
respectively, such that by ,_1 < b;,. Let [picim{p.m
n > w > i}] be a cartouche train of size r = 1 and length
Il =n—1+4+ 1over L with L; and L as the initial and ﬁnal
egress links, respectively. If (( )) < b
between the two marker packets 1mmed1ately preceding and
immediately followm? the magmﬁer packet egressing at L,,
is given by Av = 2@Fs(m) “operyise M + Q(p) -
Hm ¢ Aw < s(pb>+s(m> 20) _ o ’

- b—m) Based on Lemma
7, if Aﬁ # M then Aw can fall at any point in the

s(m)

INotice that the only possible alteration is that the interarrival time would

grow. Thls happens if packets p and m satisfy the tailgating property over L3;
ie.,if = < ) ﬁ;

range [*’(p)-i-*(m) + <(p) s(m) M _

bi,i—1 bi,i—1
This range is of size bi(m)l — o (m) " which is equ1valent to the
difference between the transmission time of a marker packet at
a link with capacity bandwidth b; ;_; and its transmission time
at a link with capacity bandwidth of b,,_;. The range is thus
very small in size and as a result if A}Y # M then it can

Aw ~ w S(p) bS( m) . That is

, and the error in thlS approximation is at

s(p)+s(m) +

bii—1

be approximated as
Am ~ bf(f))l + S(P)
bS(m) _

Cor(;ll;zlry 2 Let L be a sequence of n physical links
Lq,...L;,... L, with capacity bandwidths by,...b;,...b,
respectively, such that by ,_1 < b;n,. Let [picim{p,m
n > w > i}] be a cartouche train of size r = 1 and length
l = n—1+ 1 over L with L; and L,, as the initial and
final egress links, respectively. If at least one link of the sub-
path L;,... L, makes the tailgating property satisfied then
AF" = max; <<, (AF) would indicate that Ly is the subpath
bottleneck link and b; ,, = b~ ~ (AA*S(p)S(p) X

b

Corollary 2 spells out how cartouche trains of size r = 1 and
of length [ = n — 4 + 1 could be used to estimate b; ,,. Note
that a necessary condition for the cartouche train construction
to work is that by ;1 be less than b; ,,.2

Notice that if all A¥ are equal to (s(p,,) + s(m))/b1,i—1 then
this signifies that links L;, . . . L,, are fast enough that none of the
marker packets is queued behind its magnifier packet (thereby
altering A). In this case b; ,, cannot be pinpointed and we would
then have to rely on an incremental hop-by-hop technique such
as pathchar to estimate b; ,,.

In our presentation so far, we have assumed that cartouche
trains are used to estimate the capacity bandwidth over a set of
contiguous links (or hops). In general, cartouche trains could be
used over a non-contiguous sequence of links as detailed in [16].

S(m)

most

C. Estimating Bandwidth Over an Arbitrary Subpath

We are now ready to tackle our main goal of estimating b; ;
for arbitrary ¢, j satisfying 1 < i < j < n.

First, we observe that using cartouche probing we can mea-
sure b1,1‘,—1 and bl,j. Ifbl’j,_l > b1,j then bqj,j = b1,j. Otherwise,
we need to find out a way to measure b; ;. We do so using car-
touche trains.

Consider a cartouche train of length [ = 7 — ¢ + 1 targeted
at L,, with L; (L;) as the initial (final) egress link. Clearly, the
interarrival times A? 1 < k < j between the marker packets at
L; can be used to estimate b; ;. Thus, the problem of measuring
b; ; reduces to figuring out a way of preserving the spacing3
A;‘f between the marker packets of the cartouche train as they
travel through links Lj;1 ... L,. This can be readily achieved
using the results of Lemma 4 which sets the conditions for the
preservation of spacing over a subpath.

According to Lemma 4, in order for the marker interarrival
times (Afz < k < j) atlink L; to be preserved, the condition
(s(q)/min A¥) < bj1 , must be satisfied. Using s(p) = 1500

2If it is not, then b; ,, = b, ,, which can be estimated using packet-pair tech-
niques.

3In fact, we only need to ensure that A*”

% is delivered
intact to the endpoint.

= maxX;<p<; A¥
i<k<j
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bytes and s(m) = 40 bytes, the Af spacing is preserved if
(b1,i—1/bj41,n) < 38.5. Notice that this bound is similar to
the one we obtained for cartouches of size » = 1. In order to
preserve Af over Ljt1,...Ly evenif (by ;—1/bj41.n) > 38.5
we need to magnify Af (as we did for cartouche probing in
Section IV.A) using cartouche trains of size » > 1. The fol-
lowing Lemma spells this out.

Lemma 8: Let L be a sequence of n physical links
Ly,...L;...Lj,... Ly, with capacity bandwidths
bi,...b;,...b;,...b, respectively. Let by ;1 < b; ;. Given
a cartouche train of length [ = j — ¢ + 1, size r, and with
L; as its initial egress link and L; as its final egress link,
if S@e) o b then Ak (s(pw)ts(m))

s(m) k1 bii—1
AF ”(S(’Z‘:)tj(m)) + S<p‘”)b:5(m), where i < k < j and

i—1 <w< .

Using a maximum packet size (MTU) of 1500 and a min-
imum packet size of 40, a cartouche train of size r can infer b; ;
correctly if (b1 ;—1/bj+1.n) < 38.57.

, otherwise

D. Summary of Measurement Procedure

We conclude this section with a summary of our procedure
for measuring the capacity bandwidth b; ;.

Step 1: Using a packet-pair technique, we measure by ,,. This
will enables us to appropriately size the cartouches used in later
steps (using the results of Corollary 1).

Step 2: Using appropriately-sized cartouches, we measure
b1,;—1 and by ; using the relationship established in Lemma 6.
If by ;1 > by ; then b; ; = by ; and we are done, otherwise we
proceed to Step 3.

Step 3: Using an appropriately-sized cartouche train of length
I = j — 14+ 1, with initial egress link L;. If estimation of b; ;
is possible using Corollary 2 then we are done, otherwise we
conclude that our tool cannot accurately measure b; ;.

We will argue in our experimental sections that practical sit-
uations in which our tool will fail to meet the conditions of
Corollary 2 are rare. Alternative measurement techniques such
as pchar, which have much higher network resource require-
ments, may be able to provide an estimate for b; ; in such cases
by estimating the capacity bandwidth of each individual link and
then taking the minimum.

E. Shared Capacity Bandwidth

We now extend our probing technique to enable the inference
of the capacity bandwidth along the sequence of links shared by
flows emanating from the same server and destined to two dif-
ferent clients as depicted in Fig. 4. Extending the technique to
deal with shared links between more than two clients is straight-
forward and is detailed in [16]. As is clear from the topology
in the figure accurate estimation of the capacity bandwidth bg
over the shared links Lg, is tantamount to computing the ca-
pacity bandwidth over a path prefix. However, we typically will
not have a priori knowledge of the length of the shared prefix,
nor the IP address of the branching point. One option we have
is to use traceroute [21] on the path from S to A to determine
this missing information, but this method is error-prone and in-
elegant. A more effective approach is to use a cartouche probe,
but instead of using hop-limited probe packets as in the previous
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Fig. 4. Topology between a server and two clients.

sections, we use multi-destination probes instead. For example,
consider a cartouche sent to A. By replacing hop-limited packets
by packets destined for B within the cartouche, this method co-
erces these packets to leave the cartouche precisely when we
wish, i.e., after traversing the last physical link in Lg.

As a detailed illustration, we send from source S a
[pm{pq}"~1pm] cartouche probe sequence where D(m) = A
and D(p) = D(q) = B. The two markers m destined to A
travel together with the other probe packets destined to B only
over the links in Lg, which is exactly the desired outcome.
Client A then measures the interarrival time A between marker
packets m and computes (7(s(p) + s(m)))/A to estimate bg.

V. IMPACT OF CROSS TRAFFIC

In Section IV, we presented an analysis of our end-to-end
capacity bandwidth estimation procedures. As stated in
Section III, the analysis assumes an environment free from
cross-traffic, and it is under this idealistic assumption that we
prove the various properties of cartouche probing. Clearly, in
any practical setting, cross-traffic cannot be ignored. In this
section, we present results from simulations intended to char-
acterize the impact of cross traffic on cartouche probing. Our
goal in this section is to identify fraffic conditions under which
cartouche probing is and is not effective. We also find that
cross-traffic is not our only worry; we demonstrate scenarios
in which structural characteristics of the network path itself
impact our results. However, we find that cartouche probing is
highly resilient to both the impact of cross-traffic (much more
so than packet-pair and tailgating techniques) and structural
issues along the network path. This is further reinforced in
Section VI and in Section VII, in which results from controlled
laboratory experiments and Internet validation experiments are
presented.

Prelude: Recall that cartouche probing relies on the preser-
vation of spacing between marker packets to estimate the ca-
pacity bandwidth of a path segment at endpoints. In general,
cross traffic may impact marker spacing in two possible ways:
it may cause marker compression, i.e., inter-packet spacing be-
tween a pair of markers is reduced in transit, or marker expan-
sion, i.e., inter-packet spacing between a pair of markers is in-
creased in transit. Both compression and expansion can result
from the arrival of cross-traffic at a link [10]. For example, a
burst arriving before the first marker causes the first packet to
queue, and results in compression; a burst arriving between the
markers can cause the second marker to be delayed, resulting in
expansion.

Marker compression is also possible even in the absence of
cross traffic. Recall our constructions in Section IV.A. There,
we preserved spacing between the two markers used to measure
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Fig. 5. CDF distribution of estimated by 1o values after using a sequence of 1000 [pm{pg}™—"'pm]| cartouche probes of dimensionality r = 1 (left), r = 2
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the capacity bandwidth b; ; as the markers travel over subse-
quent links L;y; ... Ly. Butif bj4q 5, is small enough to vio-
late the condition stated in Corollary 1, interpacket spacing is
not preserved. To avoid such compression, the size 7 of the car-
touches employed must be increased so as to satisfy the condi-
tions of Corollary 1 In effect, Corollary 1 sets a lower bound on
r, which must be satisfied for our probing constructions to work
(as spelled out in the procedure in Section IV.D), and is due en-
tirely to the static properties of the path.

To reduce the effects of cross traffic, a capacity bandwidth
measurement experiment must be conducted repeatedly and es-
timates that may have been affected by marker compression or
expansion must be identified and excluded using heuristics [10].
All of our methods require the end-host A conducting the exper-
iment to compile a histogram of the frequency of each estimate
it obtains (or a Cumulative Distribution Function CDF). One
simple heuristic is to pick the bin with the largest frequency, i.e.,
the mode (the largest dip in the CDF curve). But with a more re-
fined understanding of how marker compression or marker ex-
pansion affects our capacity bandwidth estimation in specific
experiments, we develop better alternative heuristics to simply
picking the mode. In all our experiments, we use a fixed bin
width of 1 Mbps for the histograms.

From equations in Section IV, one can see that marker
compression results in overestimation of capacity band-
width, whereas marker expansion results in underestimation of
capacity bandwidth. Moreover, as we will subsequently demon-
strate, marker compression due to cross traffic is more prevalent
in experiments involving path prefixes, whereas marker expan-
sion is more prevalent in in experiments involving path suffixes
and targeted path segments. This suggests that picking the
mode of a histogram in prefix experiments and picking the last
mode of a histogram for suffix/subpath experiments are better
heuristics to use for filtering the effects of cross traffic.

Experimental Setup: We used the Network Simulator (ns)
[34] to simulate a path L connecting two hosts A and B. L con-
sists of 20 physical links L1, L, . . . Lyg. Link bandwidth values
b1, ba, . ..boyy were hand-picked to illustrate various scenarios
but the default link bandwidth value is set to 100 Mbps. Link
latencies dy, da, . . . dog are all set to 10 msec since they have no
impact on the results. Cross-traffic is modeled using a combina-
tion of TCP and UDP flows generating equal bit rates (using 32
Kb/sec as the mean flow rate). Cross-traffic flows are hop-per-
sistent, that is any flow traverses only one link. By varying the

number of cross-traffic flows over each link we control the uti-
lization of each of the links, «. Packet sizes of cross-traffic flows
are equally distributed between 40, 576 or 1500 bytes as sug-
gested in measurement studies on network traffic traces [13].
Probe transmission, time measurements, logging and estimation
functions were all performed at host A.

In our experiments, we vary a number of parameters to study
the effects of cross traffic. These include: link utilization u, car-
touche size r, length [ of the subpath (whether a prefix, suffix,
or arbitrary segment) under consideration, and the ratio of the
actual bandwidth of the segment under consideration to that
of the entire path. Any one of these parameters may alter the
spacing of marker packets and thus the accuracy of our band-
width estimates.

In all experiments presented in this section, we use the fol-
lowing settings in the construction of cartouches: s(p) = 1500
bytes, s(m) = s(¢q) = 40 bytes.

Path Prefix Experiments: As described in Section IV.A, our
technique for measuring the capacity bandwidth of path prefix
relies on sending a sequence of [pm{pq}"~1pm]| cartouches
from source A, with L; as the egress link. Host A monitors the
interarrival time A of the responses to the marker packets m,
and uses the formula (r(s(p) + s(m)))/A to estimate by ;.

Fig. 5 shows the CDF curves of the bandwidth estimates that
we obtain (at host A) trying to infer b; 10 using a sequence of
1000 [pm{pq}"~'pm] cartouches of sizes 7 = 1 (left) r = 2,
(middle), and r = 3 (right), with an actual by ;9 = 50 Mbps and
b11720 =1 MbpS

Examining the results in Fig. 5 we observe that the r = 2
and r = 3 cases lead to a correct by 190 = 50 estimate while
the » = 1 case does not. Lemma 6 explains why this happens.
Using s(p) = 1500 bytes and s(m) = 40 bytes the condition
b1,i/bit1,n < 38.5r must hold to deliver unperturbed marker
interarrival times to the endhost. Since b1 10/b11,20 = 50, the
condition holds only for » = 2 and r = 3, but not for » = 1.
Thus, when r = 1, our cartouches were undersized, resulting in
marker expansion and an underestimate of the value of by ;.

The histograms corresponding to 7 = 1,2 and 3 show few
instances of underestimation of by 1o especially as u grows (in-
dicated by short dips in the CDF curves). These are examples of
marker expansion due to bursty cross traffic, leading us to un-
derestimate the value of by ;. Notice that the incidence of under-
estimation is more pronounced for = 3. This is due to the fact
that larger cartouches imply longer marker interarrivals, which
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Fig. 6. CDF distribution of estimated b; »o values using ¢ = 15 (left) and ¢ = 10 (right) for different values of u, using a sequence of 1000 cartouche train probes.

Actual b; o0 = 50 Mbps.

in turn leads to a higher probability of cross traffic bursts further
separating the markers.

The histograms corresponding to » = 2 and r = 3 show in-
stances of overestimation of by 1¢. These are examples of marker
compression due to bursty cross traffic, leading us to overesti-
mate the value of by ;. Our overestimates of b ;¢ are capped at
77 Mbps and 115.5 Mbps, for r = 1 and » = 3, respectively.
Again, this is a direct consequence of the inequality in Lemma
6, which in effect specifies an upper bound on the maximum
observable value for b ; using cartouches of size r. This bound
(confirmed in Fig. 5) is 7 * b; 41, * 38.5, which is 38.5 Mbps
and 77 Mbps and 115.5 Mbps for » =1,2 and 3 respectively.
Clearly, when = 2 and r = 3, our filtering approach was suc-
cessful in hiding both underestimates and overestimates of by 19
when the utilization is reasonably low (up-to v = 0.2 in this
case), but filtering becomes more challenging as the utilization
u increases. As w increases, incorrect estimates due to marker
compression become much more significant than those resulting
from marker expansion. Marker compression is either caused by
a violation of the preservation of spacing lemma, and/or by cases
in which the first marker is delayed more than the second marker
in the network due to cross traffic. Note that the first marker is
more likely to be delayed since a delay of the first marker is
due to queued cross traffic at any router, while a delay in the
second marker is only due to cross traffic induced during the
gap between the markers. For larger utilization values filtering
out the last pronounced mode, corresponding to marker expan-
sion helps to locate the correct bandwidth value.

Path Suffix Experiments: As described in Section IV.B, our
technique to measure path suffix capacity bandwidth relies on
sending a cartouche train of size r = 1 and of length [ equal
to the suffix length. As before, host A monitors the interarrival
time A of the responses to markers m, then uses the largest
interarrival time between any 2 successive marker packets at the
endhost, A*", and by ; 1 to estimate b; ,,.

Fig. 6 shows the CDF of the bandwidth estimates we obtain
trying to infer by 29 (left) and b1g,20 (right) after using a se-
quence of 1000 cartouche trains of length [ = 5 and [ = 10,
respectively for different link utilization values, u, with actual

b15,20 = 50 Mbps and b1g,20 = 50 Mbps, with the overall path
capacity by »o being set to 1 Mbps. Fig. 6 shows that incorrect
estimates due to marker expansion are non-negligible, whereas
those due to marker compression are virtually non-existent. This
is in sharp contrast to our results for prefix capacity bandwidth
estimation, in which we have shown that incorrect estimates due
to marker compression are more prevalent. In path suffix mea-
surements, marker expansion exists if cross-traffic interferes be-
tween any pair of successive markers, making the separation
larger than the separation induced by the bottleneck link. Marker
compression is unlikely as it can only happen if cross traffic is
injected before the first marker corresponding to the bottleneck,
reducing the gap between the marker packets corresponding to
the bottleneck link without increasing the gap between other
marker packets. Picking the mode (largest CDF dip) is fine as
long as u is reasonably small (upto v = 0.2 in our simulations).
For larger utilization values filtering out the first pronounced
mode, corresponding to marker expansion helps to locate the
correct bandwidth value.

Fig. 6 also shows that incorrect estimates due to marker ex-
pansion are more prevalent in the histogram on the right (corre-
sponding to the longer path suffix). This is explained by noting
that the length [ of the cartouche train grows in tandem with
the length of the path suffix—the longer the cartouche train, the
higher the probability of cross-traffic interference. Again, this
is in sharp contrast to capacity bandwidth estimation for path
prefix, in which the prefix length did not play a significant factor.

Arbitrary Path Segments Experiments: As described in
Section IV.C, our technique to measure arbitrary subpath band-
width relies on sending a sequence of appropriately-sized car-
touche trains from source A. Host A monitors the interarrival
time A of the responses to markers m, then uses the largest in-
terarrival time between any 2 successive marker packets, A’; ,
and by ;_; to estimate b; ;.

Fig. 7 shows the histograms we obtain trying to infer b5 15
using 1000 generalized cartouche probes of dimension » = 2
(left) and r 3 (right), for different link utilization values,
u. The setup is such that b5 15 = 50 Mb/s, by 4 = 1 Mb/s,
bis,20 = 5 Mb/s. Fig. 7 shows b5 15 is correctly estimated. It
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also shows that understimates (due to marker expansion) and
overestimates (due to marker compression) exist. In fact, when
u = 0.3 the majority of our trials resulted in underestimates and
overestimates. When wu is smaller then the highest mode (largest
CDF dip) is obvious and corresponds to the correct bandwidth
estimate. When w is larger, then filtering out the modes cor-
responding to marker compression and expansion is needed.
The same conclusion holds when the targeted path is long as
the gaps between probe packets are more prone to dispersion.
These results suggest that for long subpaths, it is not advisable
to simply use (correspondingly) long cartouche trains. A better
divide-and-conquer alternative may be to partition a long sub-
path into segments, to which shorter cartouche trains could be
applied.

Postlude: We conclude this section with a summary of our
findings regarding the susceptibility of our constructions to
cross traffic. Specifically, we observe that, in highly congested
setups: 1) Marker compression and hence overestimation of
b1 ,; presents the most significant hurdle for capacity bandwidth
estimation of path prefix using cartouches. 2) Marker expansion
and hence underestimation of b, ,, presents the most significant
hurdle for capacity bandwidth estimation of path suffix. 3) Both
marker compression and expansion are prevalent in arbitrary
path segments bandwidth measurement. This difficulty can be
alleviated through the use of the smallest cartouches that would
satisfy the structural constraints imposed by Lemma 6, through
appropriate filtering techniques, and through a divide-and-con-
quer to limit the size of the cartouche probes approach.

VI. CONTROLLED LABORATORY EXPERIMENTS

To evaluate our mechanisms, we incorporated our cartouche
probing functionality into a measurement toolkit developed in
our laboratory. This toolkit is partially implemented in user
space and partially implemented in the kernel (Linux). We use
BBSCOPE to refer to this embodiment of cartouche probing in
our toolkit. The functionalities of BBSCOPE implemented in
the kernel include orchestration of cartouche and cartouche

train transmissions. This includes checking whether packet
reordering occurs on the path, ensuring the back-to-back trans-
mission of the constituent packets of cartouche probes (and
cartouche trains), and the collection of probing results. This
is done by pairing up responses (ECHO REPLY) to markers
and using timestamps to estimate marker interarrivals and
hence bandwidth estimates. The functionalities of BBSCOPE
implemented in user space include various user interfaces for
the collection of experiment parameters and for communicating
these parameters with the probing engine in the kernel. Also,
it includes “filtering” processes (similar to those discussed in
Section V) as well as other processes for calculating various
statistics (e.g., confidence intervals). BBSCOPE requires no
support from clients or intermediate routers beyond the ability
to respond to ICMP ECHO REQUESTs.

In our lab, we installed a path L connecting two hosts, A and
B, running RedHat Linux 2.2.14 on Pentium III processors. The
hosts A and B are running BBSCOPE to validate the effectiveness
of the cartouche probing constructions. The path L has three
Ethernet links, Lq, Lo and L3, inter-connected through Cisco
7200 series routers. Link bandwidth values, b1, b, and b3, are 10
Mbps, 100 Mbps, and 10 Mbps, respectively. In all experiments,
we use magnifier probe packets of size 1500 bytes and marker
packets of size 60 bytes. Cartouche probes were sent once per
second until 1000 bandwidth estimates are collected. As used
in the simulations described in Section V, cross-traffic is hop-
persistent, consists of a combination of TCP and UDP flows, and
its packet sizes are distributed between 40, 576 and 1500 bytes.
We vary the number of flows at each link to vary the utilization
of the links. In Fig. 8 we plot the CDF of our estimates of by, ba,
and b, for different utilization values. It is clear from the CDF
curves, that the bandwidth estimates mostly reflect the accurate
values.

VII. INTERNET MEASUREMENT EXPERIMENTS

In this section, we present results of Internet experiments we
have conducted to validate our capacity bandwidth measure-
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Fig. 9. The Internet paths used in our validation experiments. Labels above
links are a priori-known link bandwidths. Labels below links are estimates ob-
tained by pchar. All units are in Mbps.

ment techniques and compare its performance and efficiency an
existing hop-by-hop techniques (namely pchar).4

Experimental Setup: Two Internet paths connecting our
laboratory to two different universities have been handpicked
to demonstrate the different scenarios that we discussed in
Section V. These universities are Georgia Tech in the US and
Ecole Normale Superieure in France. Fig. 9 shows that these
two paths share the first three hops and then diverge. The figure
also shows two sets of labels for the link bandwidth of a subset
of the hops along these paths. The first set of labels (shown
above a link) reflects the a priori-known capacity bandwidth of
links in our own laboratory, links of Internet2 hops published
by Abilene [32] on January 30, 2002 and links on the far end of
the paths obtained through personal contacts. The second set of
labels (shown below a link) reflects link bandwidths measured
from our laboratory on June 30, 2002 using pchar. Notice
that, in some cases, pchar often fails to obtain reliable link
bandwidth estimates (hence the “?” label on some of the links
in Fig. 9).

We installed BBSCOPE in our laboratory on a Pentium III pro-
cessor running RedHat Linux 2.2.14) over a 100 Mbps LAN. In
all experiments, we use magnifier probe packets of size 1500
bytes and marker packets of size 60 bytes. Experiments were
conducted once per second until we obtain 100 valid results for
a given path—recall, that packet reordering or packet losses in-
validate an experiment.

Results: As indicated in Fig. 9, the link bandwidth of many of

4We were not able to find a working version of nettimer.

the hops along the set of paths we considered are fairly well es-
tablished, thus giving us a reliable reference against which to
test the performance of BBSCOPE.

Fig. 10 shows the histograms we obtained when using
BBSCOPE to estimate by, by 3, b3, bs, bg, bs 7, by for the path to
Georgia Tech and the bandwidth of the last link for the Ecole
Normale Superieure path. Clearly, the estimated values are
close to the a priori-known bandwidth values.

Comparison to pchar and nettimer: Both pchar [31]
and nettimer [30] are hop-by-hop techniques which means
that in order to estimate the capacity bandwidth along a path
segment they need to run tests over every hop in the segment
to estimate its bandwidth and provide the lowest estimate as
the final result. On the other hand, Cartouche probing directly
targets the capacity bandwidth of the segment.

In comparing against pchar and nettimer, we need to
consider two measures: 1) time efficiency: which reflects the
time it takes to get a reliable estimate, and 2) byte efficiency:
which is a measure of the number of bytes injected into the
network to get a reliable estimate. In terms of time efficiency,
Cartouche probing is more efficient since it does not have to or-
chestrate a round of probing for every hop in a segment before
returning the final estimate. Also, in terms of byte efficiency,
cartouche probing is more efficient than pchar that uses linear
regression in its statistical analysis for every hop which requires
injecting the network with lots of extra traffic. In fact, pchar
default settings, using a packet size increments of 32 bytes and
32 repetitions per hop, leads to more than 1 MB injected in the
network per hop. Cartouche probing needs less than half this
number to estimate to capacity bandwidth of a path segment.
Cartouche probing is also more byte efficient than nettimer
when estimating the capacity along a path prefix in case the path
prefix length is larger than the cartouche size 7 and is almost as
byte efficient as net t imer when estimating the capacity band-
width along arbitrary segments. A cartouche of size r has as
many bytes as r + 1 net t imer tailgated pairs and a cartouche
train of length [ and size r has as many bytes as (r + 1)l — 1
tailgated pairs.

VIII. CONCLUSION

We have described an end-to-end probing technique which is
capable of inferring the capacity bandwidth along an arbitrary
set of path segments in the network, or across the portion of a
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Fig. 10. Histograms of estimated capacity bandwidth along different segments of the paths to Georgia Tech and Ecole Normale Superieure. The histograms in the
top row (from left to right) are for Georgia Tech by, by 3, b3, b5 and in the bottom row are for Georgia Tech bg, b5, 7, by and for the last link of the path to Ecole

Normale Superieure. Dotted lines represent a priori-known bandwidth values.

path shared by a set of connections, and have presented results
of simulations and preliminary Internet measurements of our
techniques. The constructions we advocate are built in part upon
packet-pair techniques, and the inferences we draw are accurate
under a variety of simulated network conditions and are robust
to network effects such as the presence of bursty cross-traffic.

While the end-to-end probing constructions we proposed in
this paper are geared towards a specific problem, we believe that
there will be increasing interest in techniques which conduct
remote probes of network-internal characteristics, including
those across arbitrary subpaths or regions of the network. We
anticipate that lightweight mechanisms to facilitate measure-
ment of metrics of interest, such as capacity bandwidth, will
see increasing use as emerging network-aware applications
optimize their performance via intelligent utilization of network
resources.
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