


Fig. 3. Left: A screenshot of the Camera Mouse interface used in the experiments. Right: A
screenshot of the ClickTester program. The user was instructed to move the mouse pointer into the
target circle, highlighted in red, with head movements that were detected by the Camera Mouse.
The ClickTester program presented a sequence of target circles to the user that was designed so
that signi�cant mouse pointer movements and changes in move ment directions were required.

group of subjects included 8 men and 7 women. Most subjects had dark hair. Two sub-
jects wore glasses. For each subject, we recorded three image sequences using three
Logitech Orbit MP cameras (Fig. 1). The cameras were not radiometrically calibrated
and each used automatic gain control. The recordings were synchronized by our tem-
poral calibration module so that temporally corresponding images were identi�able.

Prior to the hands-free human-computer interaction experiment, the fundamental
matrices for all pairs of cameras were estimated and stored using our spatial calibration
module. We numbered the cameras from left to right starting with 0. Our system then
provided an estimate of the fundamental matrices F01; F12 and F02 that relate the image
coordinates of cameras 0 and 1, 1 and 2, and 0 and 2, respectively. The spatial calibration
module was executed before every subject test was performed in order to ensure spatial
calibration via the three fundamental matrices. The camera positions were not disturbed
during the recording.

We used the publicly-available assistive technology �Came ra Mouse� [4, 17] (Fig. 3
left), which is a single-camera mouse-replacement system for people with severe mo-
tion impairments. We initialized the Camera Mouse using the standard mouse by se-
lecting a facial feature (eyebrow corner) to track. The region around the corner of an
eyebrow contains signi�cant brightness changes, which mak es it a reliable feature to
track.

Our system recorded three image streams while the test subjects were moving their
heads signi�cantly (Fig. 4). We developed test software, ca lled �Click Tester,� that pro-
vided a movement protocol and ensured that all subjects were recorded with various
head positions and orientations.

The ClickTester software displays eight circles on the screen, one of which is high-
lighted (see Fig. 3, right). In our experiments, the subject was asked to move the mouse
pointer onto the highlighted circle using the Camera Mouse. When the subject had
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Fig. 4. Images collected at different points in time during the human-computer interaction exper-
iment. Each row shows the three simultaneously-recorded frames as captured by the left, center,
and right cameras. The subject’s head orientation differs signi�cantly from row to row and the
subject’s left eye is occluded in the right camera view in the second row. Similarly, the subject’s
right eye is occluded in the left camera view in the third row. The lack of radiometrical calibration
of the cameras and the use of separate automated gain controls resulted in images with different
intensity levels. This is particularly noticeable in the images recorded by the right camera, which
are darker than the images recorded by the left and center cameras.

moved the mouse pointer to the highlighted circle, a new circle was highlighted. The
subject was asked to repeat the process until all circles were visited. The software was
designed as a means to simulate a realistic use of a camera-based mouse-replacement
system that involved signi�cant head motions. It also recor ds the trajectory of the mouse
pointer for further analysis.

Among the head motions that the subjects performed was a gesture in which the
subjects moved their heads �rst upwards and then diagonally to the lower left. One of
the subjects performing this gesture is shown in Fig. 5. His gesture lasted about three
seconds, which corresponded to 17 frames. Ten of these 17 frames, as recorded by each
of the three cameras, are shown in Fig. 5. We reconstructed the 3D positions of the
outer corners of the subject’s eyes and his nose tip during the head gesture. The 3D
trajectories of the three features are shown in Fig. 6. We placed the 3D scene coordinate
system so that its x and y axes were aligned with the image plane of the left camera and
the z axis was normal to and pointed away from the image plane. The origin of the 3D
scene coordinate system was placed at the location of the nose tip in the �rst frame of
the left camera view.

During the gesture, the features moved on average 18.5 cm in the 3D scene. It
is noteworthy that, during the head gesture, the features moved 4.6 cm in the direc-
tion away from the left camera when the user directed the mouse pointer to the top
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of the computer screen. The features then moved back 3.0 cm towards the left camera
when the user moved the mouse pointer to a region near the left corner of the screen.
This component of a user’s head movement cannot be taken into account by a single-
camera mouse-replacement interface that is based on two-dimensional tracking of the
feature projected into the image plane. The conversion from image-feature coordinates
to mouse-pointer screen coordinates is typically implemented as a linear transforma-
tion in single-camera mouse-replacement systems. This means that the user is required
to exert more efforts to move the mouse pointer in the outer regions of the computer
screen than to move it within the center region of the screen. This may be particularly
signi�cant for individuals who have very limited head movem ents. It motivates imple-
mentations of nonlinear transfer functions [6], for example, based on distance to the
center of the screen.

4 Discussion and Conclusions

We presented our research efforts towards developing a multi-camera mouse-replace-
ment system for computer users with severe motion impairments. We have several
years of experience working with individuals who use the �Ca mera Mouse,� a publicly-
available interface system that tracks the computer user’s head movements with a single
video camera and translates them into the movements of the mouse pointer on the com-
puter screen. To address the problem that the Camera Mouse can lose track of facial
features due to occlusion or spastic movements, we started to develop a multi-camera
interface that provides (1) redundant input so that there is not a single point of tracking
failure and (2) additional stereoscopic information to improve system reliability.

Our current multi-camera capture system can record synchronized images from
multiple cameras showing different but, as typically desired, overlapping views of the
same scene. Our system also automatically analyzes the geometry of the camera ar-
rangement. It uses inexpensive webcams that can be placed on a desk in a typical
human-computer interaction arrangement.

We used a three-camera version of our system to record 15 subjects while they were
conducting a hands-free human-computer interaction experiment in real time. For this
experiment, we developed a testing program that guided the subjects in making various
head movements that resulted in signi�cant mouse pointer mo vements and changes in
movement directions. For each subject, we recorded three image sequences that were
synchronized so that corresponding images were identi�abl e.

Our system provided the information about the geometry of any pair of cameras rel-
ative to one another. We reconstructed via stereoscopy the three-dimensional movement
trajectories of various features such as the eyes and nose tip. Our analysis shows that
single-camera interfaces based on two-dimensional feature tracking neglect to take into
account the substantial feature movement in the third dimension.
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10 12 14 16 17

Fig. 5. Cropped images of a user during our human-computer interaction experiment with the
ClickTester program. Each column shows simultaneously recorded images from the left, center,
and right cameras with the corresponding frame number (time stamp) on top. During the exper-
iment, the user �rst selected a target circle at the top of the screen, which resulted in a raising
of his head. He then moved the mouse pointer to a target circle near the lower left corner of the
screen, which resulted in a turning and lowering of his head.
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Fig. 6. Reconstructed 3D feature trajectories. Numbers indicate time stamps. Top: 3D points in
the x-y plane that is parallel to the left camera. Bottom: This viewing angle shows the signi�cant
feature movement in the z direction, �rst away and then towards the camera.
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