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Abstract—This study explores the affective responses and
newsworthiness perceptions of generative AI for visual journal-
ism. While generative AI offers advantages for newsrooms in
terms of producing unique images and cutting costs, the potential
misuse of AI-generated news images is a cause for concern. For
our study, we designed a 3-part news image codebook for affect-
labeling news images based on journalism ethics and photography
guidelines. We collected 200 news headlines and images retrieved
from a variety of U.S. news sources on the topics of gun violence
and climate change, generated corresponding news images from
DALL-E 2 and asked annotators their emotional responses to
the human-selected and AI-generated news images following
the codebook. We also examined the impact of modality on
emotions by measuring the effects of visual and textual modalities
on emotional responses. The findings of this study provide
insights into the quality and emotional impact of generative
news images produced by humans and AI. Further, results
of this work can be useful in developing technical guidelines
as well as policy measures for the ethical use of generative
AI systems in journalistic production. The codebook, images
and annotations are made publicly available to facilitate future
research in affective computing, specifically tailored to civic and
public-interest journalism.

Index Terms—Generative AI, Emotion analysis, Ethics of affec-
tive computing, Affective image generation, AI safety, Journalism
ethics

I. INTRODUCTION

In recent years, text-to-image generative AI systems based
on multimodal deep learning models have shown advance-
ments in their ability to produce affective images that are
of comparable quality to human photographers and artists
[1], [2], [3]. For example, Cosmopolitan was one of the first
mainstream U.S. media publications to use an AI-generated
cover art that depicted a completely novel and imaginative
image of a female astronaut [4]. These generative AI systems
are capable of producing images that are not only aesthetically
compelling but also highly relevant to the specifications of
human natural language inputs, making them an enticing tool
in various content generation fields. However, the sociopolit-
ical implications of these AI systems vary given the different
goals and needs of the industry using the technology. While
existing studies have examined the efficacy of generative AI
systems and their affect-inducing capacities in the context of
the arts and various creative fields [5], [6], [7], not many
have investigated these systems’ application within the public-
interest, civic technology domains. Thus, this study focuses
on a particular generative AI system, DALL-E 2 [8], applied

in the context of visual journalism and its impact on human
emotions.

With the emergence of computational journalism in the past
decade [9], newsrooms have been using natural language pro-
cessing (NLP) and computer vision-based tools to aid various
news editorial work. Of late, synthetic media, i.e., artificially
generated and/or manipulated media [10], are widely applied
by news organizations. The Associated Press uses NLP to scan
social media feeds for news gathering and deploys automatic
generation of story summaries [11]. Similarly, the Los An-
geles Times uses Quakebot, an algorithm that automates the
reporting of latest earthquake news [12]. Most recently, a right-
wing political news site made headlines due to their use of
Midjourney, an AI-image generator, to produce news images
that combined real-life stock photography with illustrations
[13]. Generative AI tools open up opportunities and advantages
for newsrooms as the AI-images are completely unique and
newsrooms won’t need to compete with others to select
original stock images. These tools are particularly useful for
small and midsize newsrooms that are under budget restraints
to hire human photojournalists or editors [14]. With the recent
release of ChatGPT 4 [15], which allows multimodal input and
output refinement, news images can be tailored to a particular
story with even higher accuracy and detail.

Notwithstanding the outlined advantages, the potential mis-
use and dangers of AI-generated news images are high,
such as the dissemination of fake news [16], the spread
of mis/disinformation [17], and the perpetuation of harmful
stereotypes [18]. The recent AI-generated image of Donald
Trump being arrested before the event actually took place went
viral and gathered more than 5 million views on Twitter [19].
In another instance, a set of photorealistic AI-generated images
that depicted a fake earthquake that hit the Pacific Northwest
in 2001 got on the “front page” of Reddit [20]. These highly-
realistic photos coupled with descriptive captions resembling
a news article format made it difficult for Reddit users to
discern truth versus fiction. The spread of manipulated or
distorted news such as these incidents are now easily attainable
with generative AI programs like DALL-E 2, Midjourney, and
Stable Diffusion, all of which are capable of producing high-
quality images indistinguishable from reality. In journalism,
this fundamentally undermines news professionals’ integrity as
images and graphics are seen as objective and context-adding
tools for conveying a news story [21].

Given the foreseeable influx of harm and distrust that may
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appear from the application of generative AI in news creation,
our study sets forth journalism-specific parameters that can be
used to investigate the quality and impact of generative news
images compared to images selected by humans. Method-
ologically, we created a codebook for affect-labeling of news
images based on a set of journalism ethics and photography
guidelines. Our 3-part news image codebook contains the
following sections:

1) Emotional response to news images and headlines: Dom-
inant emotional responses to news images consumed with
and without a headline.

2) Photojournalism ethics: Emotional responses toward news
images containing different levels of photojournalism
characteristics such as context, newsworthiness and im-
pact.

3) Image characteristics: Number of individuals and objects,
depth of field, image quality and sophistication.

We then constructed an affect-labeled news image dataset
with original news headlines and images retrieved from a
variety of U.S. news sources on the topics of gun violence
and climate change. Using the existing news headlines written
by human journalists as the textual input, we added AI-
generated news images from DALL-E 2. Our results highlight
the differences and similarities in emotional responses evoked
by human-selected and AI-generated news images. We also
investigated the effect of modality on emotions and whether
the consumption of text and/or visual-only news increase
variance in emotional responses.

II. BACKGROUND

A. Generative text-to-image AI

Until recently, AI-generated images have typically been
the product of deep neural networks that are based on the
architecture of General Adversarial Networks (GANs) [22].
GANs use two neural networks, i.e., generative and discrimi-
native networks, to create new data. The generator (decoder)
produces an image as output, while the discriminator (encoder)
scores its realism, hence the ability to produce authentic-
looking images. The original GAN model [22] has been
extended over the past years, yielding powerful models with
a broad range of abilities, e.g., adding on details to existing
art works or generating faces of nonexisting people [10].

In 2021, OpenAI introduced diffusion models that outper-
form GANs [23] and later presented DALL-E 2 and CLIP
models [24] that leverage language and vision inputs (using
text and image encoders) to produce visuals (using an im-
age decoder). These models not only have the capacity to
manipulate and rearrange objects but also to create realistic
figures or objects that do not exist in real life [25]. Unlike
GANs, generative text-to-image AI systems like DALL-E 2
and CLIP-guided image generation models like MidJourney
are powered by a class of machine learning models known as
transformer-based language models [26]. Transformer-based
language models are typically used to generate a series of
visual tokens, which are then transformed into an image using

an image decoder network [24]. The image decoder network
maps the visual tokens to a corresponding image by predicting
the pixel values of the image. By training the model on a large
corpus of text and image pairs, the model learns to generate
images that are semantically consistent with the corresponding
textual input.

B. Impact of generative AI images on human emotions

The ability of AI-generated images to elicit emotional
responses in humans depends on several factors, such as the
quality of the generated image, the context in which the
image is being presented, as well as the individual differences
that affect the emotional interpretation of the image. Studies
have shown that deep learning models for image generation
can closely model facial expressions and evoke emotional
responses in humans that are similar to those elicited by
real-world images [27]. The Deep Empathy project (led by a
group at MIT Media Lab) created AI-generated images using
neural style transfer to depict how the aftermath of a war
might look in North American and European cities [28]. The
intended outcome of this project was to cause people to feel
more connected and empathetic toward victims of disasters.
Another project developed a climate change visualizer that
produced AI-generated images of cities affected by environ-
mental changes such as floods, storms, and wildfire [29].
Although the main goal of these previous projects was to use
emotions for a social cause, individuals’ emotional responses
to AI-generated images may not always be consistent or
predictable across individuals or contexts, such as topics on
climate change, violence and terrorism. Existing works show
that the elicitation of an emotion such as empathy or the
interpretation of a smile can vary by individuals, given their
cultural backgrounds and demographic characteristics [30]. It
is currently unclear how these human traits and contexts are
taken into consideration as AI-generated image systems create
emotion-inducing images. In particular, as emotion recognition
is crucial in understanding the impact of news content [24],
our aims to fill this research gap.

C. The role of emotions in visual journalism

While the goal of photojournalism is to convey objective
truth and provide context to a news story [31], the consumption
of images, as a product of photography, is inherently a
subjective human experience. The best photojournalist work
can stand alone to tell a news story without any additional
information or textual component. Compared to texts, images
can be powerful conduits for inducing emotions in individuals
to feel more connected to the news [24]. In journalistic
work, eliciting emotion is a tool used by photojournalists
to ignite greater news engagement from news audiences by
balancing objective truth and subjective perception [32], [33].
As such, photojournalism has faced great tensions over these
foundational journalism principles of objectivity and docu-
mentation of reality, ever since the rise of digital photog-
raphy software that has advanced the production of highly-
stimulating and engaging visuals [32]. With generative AI,



Fig. 1: Example of news headlines, corresponding human-
selected news image and AI-generated images
the news industry may face greater issues surrounding the
production and dissemination of manipulated or false news im-
ages ripe with stimulating emotions. Previous research shows
that mis/disinformation produced in multimodal form (e.g., a
combination of text, image and graphics) tends to increase
perceived news credibility and engagement intentions towards
the misleading content [34]. Further, studies demonstrate that
individuals who rely more on their emotions over logical
reasoning are more likely to believe in fake news [35].

III. METHOD

A. Data Description and Collection

Two datasets of news article headlines were used in gener-
ating the data for DALL-E 2. One was taken from an existing
gun violence (GV) news dataset that contained news headlines
[36] and images [37]–[39]. The second dataset on climate
change (CC) news, we newly collected for the purpose of this
study. We randomly selected 100 headlines from the GV and
CC datasets each and ensured that there were no duplicates.
To generate news images, we passed news headlines as text
prompts to DALL-E 2 via its API, where one image per
headline was generated. DALL-E 2’s content policy mentions
that we should not create images of public figures [40]. In
some instances, when a user passes a public figure’s name
into DALL-E 2, the model will generate an image that looks
similar to the descriptions or the likes of an existing public
figure. Hence, when selecting news headlines, we avoided
those with the names of public figures as much as possible. If a
headline violated DALL-E 2’s other content policies, such as
highly-violent and/or political content, another headline was
randomly-selected and passed to the DALL-E 2 API. This
cycle repeated until 100 images were obtained for each GV
and CC news category (see Figure 1 for examples).

B. Codebook

A codebook is a common method used in qualita-
tive data analysis as a way to systematically identify
and classify patterns in various types of multimodal con-
tent [41]. This codebook can be used for any current

or future generative news image datasets. A set of 10
questions regarding 1) the emotion impression of actual
images from articles and DALL-E 2-generated (AI) im-
ages (with and without textual context), 2) photojournal-
ism ethics and 3) image characteristics, were formulated
into a codebook. The codebook can be downloaded from
http://www.cs.bu.edu/faculty/betke/aiem/codebook-ACII2023.

For the first codebook section on emotions, there were 12
emotions that annotators could choose from: anger, disap-
proval, fear, sadness, confusion, curiosity, realization, surprise,
relief, approval, admiration and excitement, labeled from 1 to
12. We selected these emotions among a list of 28 emotion
categories described by Alon and Ko [42] that we deemed most
relevant to the context of news consumption [43]. Further, the
set of 12 emotions consists of four emotions from each of the
three sentiment categories positive (relief, approval, admiration
and excitement), negative (anger, disapproval, fear, sadness)
and neutral (confusion, curiosity, realization, surprise), se-
lected to uphold consistency in statistical analysis. In this first
coding section, annotators were first tasked with looking at just
the human-selected and AI-generated images without looking
at the headline and asked to provide their immediate emotional
reaction. They would then repeat this same process, but in
conjunction with reading the headline.

The second codebook section contains three questions about
journalistic quality parameters such as context, informative-
ness and impact of a news image. The questions and the
definition of each parameter were obtained from the photo-
journalism ethical principles outlined by The New York Times
[44]. Context was defined as how specific or tailored each
image was to the headline. Informativeness referred to whether
an image was descriptive enough for the annotator to grasp the
gist of the news story without the headline. Impact referred to
whether an image, when seen with the headline, added more
emotional weight to the news headline [31].

Lastly, coding for image characteristics was intended to
measure the technical qualities of the image, i.e., how many
objects or individuals were depicted and clear focal point
(defined as having focus on an object or individual with a
blurred background). The codebook also included a sophis-
tication comparison, i.e. which images among the human/AI
news felt more visually compelling and/or higher quality.

A group of seven human annotators used the codebook to
annotate 200 news items. The seven annotators were diverse
in age, gender and ethnicity. For each news item, an anno-
tator was given a data point that included the written news
headline, a corresponding human-selected news image and
the AI-generated image from the given headline. All news
image data for annotators were labeled as human-selected and
AI-generated. Prior to the actual annotation task, all seven
annotators were briefed on the codebook and had two pre-
testing rounds where annotators reviewed a small subset of
the data and were given time to discuss their answer choices.
After everyone was aligned on each question in the codebook,
each annotator completed 29 data points on average.



IV. RESULTS

Descriptive statistical analysis was performed based on the
annotations, and the following questions were focused on:

A. Emotion and sentiment analysis
B. Impact of photojournalism characteristics on emotional

responses
C. Image characteristics

A. Emotion and sentiment analysis

1) Multimodality effect on emotional response to news
images: The most prevalent six emotions evoked by human-
selected images (Fig. 2 top) before reading the headline were
curiosity, fear, sadness, admiration, approval, and confusion,
covering all three sentiment groups. After reading the head-
lines, annotators mostly reported positive emotions of approval
and admiration, negative emotions of sadness, anger, and
fear, but few neutral emotions. When seeing AI-generated
images (Fig. 2 bottom) without the headlines, annotators’
emotions were mostly confused or curious. After reading the
headlines, participants reported a diverse range of emotions,
such as approval, sadness, and anger. Nonetheless, 10% of
the images were marked confusing versus 2.5% for human-
selected images. Once the headlines were revealed, for both
human-selected and AI-generated news images, the predomi-
nant emotions were approval and anger for the gun violence
topic, and approval and sadness for the climate change topic.

2) Emotion and sentiment change: To quantify the change
in annotators’ emotions before and after reading headlines,
we computed the absolute difference in emotion labels and
tabulated them into four categories: 0: No change, 1–3: Slight
change, 4–7: Moderate, and 8-11: Extreme. Based on this
metric, slight or moderate shifts were observed for a majority
of the data. Significant differences in emotion change between
the gun violence and climate change topics were not found.

We report the change of sentiment experienced by the
annotator after the headline was revealed, as a change in
the emotion groups negative (2), neutral (1) and positive (0).
To quantify the change in sentiment, we used the following
metric: 0: No change, 1: Moderate, and 2: Extreme. For both
gun violence and climate change topics, sentiment changes
happened for about half the combined data (human-selected
and AI-generated for each topic), i.e., 110/200=55% for gun
violence combined data, and 99/200=49.5% for climate change
combined data.

Looking at the combined data, there were 19 more human-
selected images in the Extreme category than AI-generated
ones. Taking all the sentiment change categories into con-
sideration, for human-selected images, negative sentiment
before and after reading the headline was the most com-
mon (49/200=24.5%), followed by positive before and af-
ter (31/200=15.5%) and neutral before to negative after
(30/200=15%). For AI-generated images, neutral sentiment
before and after reading the headline was the most common
(53/200=26.5%), followed by switches from neutral before to
negative or positive sentiments after (44/200=22% each). We
show two examples of data with an emotion change in Fig. 3.

Fig. 2: Histograms of emotional responses to human-selected
images before and after reading the corresponding headline
(top) and AI-generated (bottom).

3) Distribution of emotions of AI-generated images that
were of high quality: There were 76 high quality AI-generated
images, which were categorized as those AI-generated im-
ages that the annotators considered to be equally or more
sophisticated than the human-selected ones, i.e. options “AI”
or “Both” were selected by annotators (Fig. 4). Of the 76
images, 23 (30%) were solely AI-generated images (“AI”
only selected). Figure 4 shows that among the AI-generated
images that were of high quality, the top three emotions before
reading the headline were curiosity (27/76=35.5%), confusion
(12/76=15.8%) and sadness (9/76=11.8%).

Out of 141 AI-generated images that evoked a neutral sen-
timent before reading the headlines, only 40 (40/141=28.4%)
were considered to be of high quality. We further analyzed the
quality differences of the top two neutral emotions: curiosity
and confusion. First, out of the 73 AI-generated images that
evoked curiosity before annotators read the headline, only
27 (27/73=37%) were considered to be high quality, while
the remaining were considered low quality (46/73=63%). For
confusion, out of the 65 AI-generated images before annotators
read the headline, only 12 (12/65=18.5%) were considered
to be high quality, while the remaining were considered
low quality (53/65=81.5%). Among the images that were
considered high quality after reading the headlines, 36 images



Fig. 3: Example of emotional response changes toward the
same news images when seen with and without the headline.

were considered negative (47.4%), 23 positive (30.3%), and
17 (22.4%) neutral. The top 3 emotions considered high qual-
ity after reading the headlines were sadness (15/76=19.7%),
approval (14/76=18.4%) and anger (10/76=13.2%). For the
neutral emotions, there were 18 AI-generated images that
evoked curiosity, with only 3 (3/18=16.7%) of the images
considered as high quality, while the remaining as low quality.
For confusion, there were 20 AI-generated images with only
4 (4/20=20%) of the images considered as high quality.

B. Impact of photojournalism characteristics on emotional
responses

We found that annotators considered both human-selected
and AI-generated images to be well-tailored to the headline
(i.e. having a lot of context), with a large number of the images
in the “Very much” or “Much” categories (human 117/200,
AI 82/200) with AI-generated images lagging significantly
by 17.5% points. Human selection was more successful than
AI generation in ensuring that the images were informative
(human 91/200, AI 46/200), with AI-generated images lagging
by 22.5% points. Images were considered to have impact (hu-
man 109/200, AI 74/200), with AI-generated images lagging
by 17.5% points. Among the three desirable properties of a
news image, providing context, being informative, and having
impact, our data reveals that being informative was the most
difficult to accomplish, particularly for the AI. Among the
images deemed to be highly informative, the prevalent emotion
evoked was curiosity, an unexpected combination.

1) Distribution of emotions for human-selected and AI-
generated images where the clarity of context was high:
Images with high clarity of context are defined as images

Fig. 4: Distribution of emotions of high quality AI-generated
images without and with the headline.

where the context is in the “Very much” or “Much” cate-
gories. Context considers how tailored the image is to the
headline, so the emotion evoked by the image after annotators
read the headline is considered. There were 117 human-
selected (58.5%) and 82 AI-generated (41%) images with
high clarity of context. The five most prevalent emotions
evoked by human-selected images with high clarity of context
were approval (18.8%), sadness (15.4%), anger (13.7%), fear
(12%) and admiration (8.5%). For AI-generated images with
high clarity of context, the five most prevalent emotions were
approval (19.5%), sadness (15.9%), fear (12.2%), followed by
a tie between admiration (11%) and anger (11%).

Only a small number of images in the neutral sentiment
group were considered to provide high context clarity (human
19/117, AI 17/82). Almost half of the human-selected images
with high context clarity were negative (53/117=45%). There
were fewer human-selected, high context images with positive
sentiment (45/117=38%). The AI-generated images annotated
as high context clarity also evoked more negative (35/82=42%)
than positive sentiments (30/82=37%).

2) Distribution of emotions for human-selected and AI-
generated images with a high level of informativeness:
Images with a high level of informativeness are defined as
being in the “Definitely” or “Probably” informative categories.
Informativeness considers whether the image alone is suffi-
ciently descriptive for a person to grasp that it is the lead
to a news story. The emotion evoked by the image before
annotators read the headline was considered. There were 91
human-selected (45.5%) and 46 AI-generated (23%) images
with high levels of informativeness. The four most prevalent
emotions evoked by human-selected images with high level
of informativeness were curiosity, fear, sadness, and approval
(Fig. 5), with negative emotions prevailing (43/91=47%). For
AI-generated images with high level of informativeness, the
four most prevalent emotions were curiosity, sadness, approval
and confusion.

3) Distribution of emotions for human-selected and AI-
generated images where the level of impact was considered
to be high: Images with a high level of impact are defined
as images deemed in the “very much” or “much” impact



Fig. 5: Distribution of emotions of human-selected (left) and
AI-generated (right) images where the level of informativeness
was high.

categories. Impact considers whether the image added more
emotional weight to the headline, so the emotion evoked by
the image after annotators read the headline is considered.
There were 109 human-selected (54.5%) and 74 AI-generated
(37%) images with high levels of impact. The four most
prevalent emotions evoked by human-selected images with
high impact were approval (18.3%), sadness (17.4%), anger
(15.6%), and fear (12%), with negative emotions prevailing
(55/109=50.4%). For AI-generated images with high impact,
the four most prevalent emotions were anger (20.3%), sadness
(17.6%), approval (16.2%) and fear (13.5%), with negative
emotions prevailing (40/74=54%).

C. Image characteristics

1) Depth of Field: Most images have a clear focal point and
background, i.e., large depth of field (Human 85/200 and AI
83/200). This is followed by images with a blurry background,
i.e., small depth of field (human 57/200, AI 48/200).

2) Number of objects/individuals: Most images focus on a
single object or person (human 70/200, AI 88/200), followed
by the images with 2–4 objects/individuals (human 55/200, AI
58/200), 5–10 objects/individuals (human 39/200, AI 30/200),
and larger groups (human 36/200, AI 24/200). For a given
headline, we compared the human choice of showing a certain
number of objects or individuals with the choice of the
AI. Interestingly, the majority of the image pairs have the
same (80/200=40%) or very similar (74/200=37%) number of
objects/individuals.

3) Human versus AI image news quality: In general,
the human-selected images were of higher quality than AI-
generated ones. Out of 200 data points, 110 human-selected
images were deemed to be of higher quality, compared to 23
AI-generated ones. There were 53 cases where both human-
selected and AI-generated images were deemed to be of high
quality, and 14 cases where neither of them were thought to
be of high quality.

V. LIMITATIONS OF AI MODEL AND EXPERIMENT

Our results show that DALL-E 2 was able to capture some
context extracted from the news headline, but still lacks in its
technical capacity to provide journalistic values of informative-
ness and impact. This can be seen from the results described
in sections IV B.2 and B.3. However, there may have been
confounding and biased responses elicited from the design of
our annotation procedure such as providing labels on the actors
that created or selected the news images. In future works that
build on our codebook, a blind test with randomization of
question-answering order could provide deeper insights into
the quality perception and affective responses towards AI-
generated news images.

While we acknowledge that at the time of data collection,
there were more sophisticated visual generative AI models
(e.g. Midjourney and Stable diffusion), we used DALL-E 2
as a case study to examine the average capacity of the image
generative AI models that publicly exist today. The goal of
our study was not to examine how DALL-E 2 could generate
”better” emotion-driven news images. Rather, we wanted to
assess what types of news images the AI model could generate
without detailed prompting and assistance around emotion
cues. Our prompts simply asked DALL-E 2 to generate an
appropriate news image for the textual news headline provided.
Future work can explore a larger dataset that includes news
images generated by multiple image generative tools and
investigate emotion prompting.

VI. DISCUSSION

Generative AI image systems are showing greater capacity
to assist and even automate news production in the journal-
ism industry. However, this technology also poses challenges
for news professionals as they strive to uphold established
journalistic principles of transparency, objectivity and efforts
to minimize harm. An existing photojournalism ethics code
states, ”no real-life images should be distorted, manipulated,
stereotyped, or staged” [31]. As such, the use of generative
AI to produce and disseminate hyper-realistic news images
fundamentally goes against one of the main pillars of photo-
journalism ethics.

The first notable finding from our results is that the distribu-
tion of annotators’ emotional responses to human-selected and
AI-generated images with high clarity of news context were
similar, suggesting that images (produced by both actors) that
were considered well-tailored to the news headlines evoked
similar emotions. This foreshadows that generative AI systems
have the potential to produce images at the quality of a human
photojournalist and the images may be able to trigger similar
emotional responses to those that were taken and selected
by human photojournalists. Additionally, when the headline
contained general descriptions or words that indicated a certain
type of person (e.g. pertaining to one’s health: “a mentally-
distressed person” or a person’s job title or ranking such as
”CEO”), we found instances of stereotypical caricatures based
on existing gendered or racial norms (Fig. 6.3).



1) H: AI:

2) H: AI:

3) H: AI:

Fig. 6: Human (left) and AI (right) provided images. (Row 1)
the AI shows the 3D gun printing process and (Row 2) for
headline: “Chicago, suburban libraries brace for the question:
Can I print out a 3D gun?” provides fuller picture than human
image. (Row 3) AI generates a fake, male figure for headline
that included: “tech mogul” and “CEO”.

A second issue with AI-generated images is the elicitation
of a wider range of emotional responses from audiences,
which makes it difficult for human journalists to control over
their intended narrative. Our results show that the distribution
of emotions for AI-generated images with a high level of
informativeness was more diverse than human-selected ones.
The AI-generated images elicited a balanced distribution of
9 different emotions spanning all three sentiment categories
(positive, neutral, and negative). We further found that 69% of
AI-generated images that annotators saw without the headline
elicited curiosity and confusion (Fig. 7). Whereas, the spread
of emotions annotated for AI news images when seen with the
headline was diverse. This may imply that evoked emotions
from images are mediated by the accompaniment of headlines,
pointing to the influence of text and visual modalities.

When comparing the emotional impact of news images in
different news topics, we found that the AI system was better
at generating both higher news quality and human-like images
in the context of climate change compared to gun violence.
For example, in climate change protest headlines, we found
that AI-generated images often provided comparable or in-
depth context to the news story than did the human-selected
images. Regardless of the news topic, the AI model generated
more image visuals that resembled graphic figures, posters
and design. Future research with a larger dataset could better
understand what textual elements trigger a graphical visual
over a realistic image.

Our findings highlight the need for caution and transparency
when using AI-generated news images in journalism, as they
have the potential to influence audience perceptions that
may not align with existing journalistic principles to uphold
integrity and truth towards the people and events recounted
in a given story. This could have significant implications for
the perceived credibility of news and individuals’ willingness
to engage in civic activities. For practical implications, un-
derstanding the differences between emotional responses to
human-selected and AI-generated news images can inform

Fig. 7: AI-generated images that caused confusion (left two)
and curiosity (right two) when seen without the headline. The
two confusion-causing images lack clarity and quality (i.e.
image of insect and politician) while the two curiosity-causing
images portray contexts that are visually compelling (i.e. birds
and male in uniform).

the development and design of AI systems in the context of
journalism. Using journalism as a case for technology used
for civic engagement and public affairs, our work aims to
highlight the need to move beyond highly generalized ethical
frameworks for affective AI systems and to push for domain-
specific and value-sensitive design of these generative AI
models.

VII. ETHICAL IMPACT STATEMENT

This study includes the creation of a news emotion analysis
codebook and a collection of human participants’ emotional
responses toward human-selected and AI-generated news im-
ages from existing news headlines. IRB review resulted in
exemption due to minimal risk to the annotators. The study
raises potential societal issues that may emerge through the
use of AI-generated images in news reporting. For exam-
ple, generative news images may reinforce social biases and
stereotypes which can cause serious harm to individuals. The
publicly-accessible generative tools can also perpetuate mis-
and dis-information and contribute to the spread of fake news.
To mitigate this risk, academic scholars and practitioners
need to carefully consider the implications of AI-generated
image production for civic-interest news and to ensure that
these synthetic media are representative of a diverse range
of perspectives and voices. Finally, the study raises concerns
related to its generalizability. The study’s findings as well as its
limitations, such as the news dataset size, limited exploration
of topics, and inherent biases from the human annotators them-
selves, may not be generalizable to other cultural backgrounds,
countries and contexts.
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