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Image Segmentation -- Definition and Tasks

Definition 1:
Segmentation = finding outline of object (“thing”) or region (“stuff”) in image

Definition 2:

Segmentation = grouping of pixels into regions such that:

* Pixelsin each region have a common property

* Pixels in adjacent regions do not share this property

* Exclusive Partitioning: P, intersect P, = empty set {}, for all i not equal to ]
* Exhaustive Partitioning: Union of P,’s = entire image

Tasks:

Semantic Segmentation: Common property: Same “stuff class”

Instance Segmentation: Common property: Same “thing class”

Panoptic Segmentation: Common property: Either same thing or stuff class
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“Semantic” Segmentation = Segmentation

Model: Here: Exclusive & exhaustive
FCN-8s Ground truth partitioning involving 3
object classes:

* All regions with pixels that
collectively show bikes are
labeled green.

* All regions with pixels of

{f bikers are shown in antique
\ pink.
' ‘ * All regions background

pixels are black.
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https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Long_Fully_Convolutional_Networks_2015_CVPR_paper.pdf

“Semantic” Segmentation = Region Segmentation

Model: Here: Exclusive & exhaustive
FCN-8&s Ground truth partitioning involving 3
object classes:

* All regions with pixels that
collectively show bikes are
labeled green.

, , * All regions with pixels of
' bikers are shown in antique
\ pink.
' ‘ * All regions background
pixels are black. /_\
Your Assignment 4
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https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Long_Fully_Convolutional_Networks_2015_CVPR_paper.pdf

SegNet: Encoder-Decoder Architecture for Semantic Segmentation

Convolutional Encoder-Decoder

Output

Pooling Indices

RGB Image B Conv + Batch Normalisation + RelU Seg mentation
B Pooling I Upsampling Softmax

Badrinayayanan et al., 2016
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https://arxiv.org/pdf/1511.00561.pdf

Instance Segmentation = Segmentation of Individual Objects

Phase-contrast microscopy image Ground truth segmentation Model segmentation
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https://www.sciencedirect.com/science/article/abs/pii/S1361841518308442?via%3Dihub

Panoptic
Segmentation
Segmentation
of regions and
objects

Term coined by
Kirillov et al., 2018

(c) Instance segmentation (d) panoptic segmentation
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https://arxiv.org/pdf/1801.00868.pdf

How can we measure the success of a segmentation model?

ESEEESTNY CS 585: Image and Video Computing © Betke



Intersection over Union (loU) or Jaccard Index

Given an object region A, drawn by an expert, and
an , determined by the computer,
the Jaccard index computes the ratio of the
number of pixels common to A and B over the
number of pixels that are in at least one of the
regions: |ANB| / |AUB].

Resulting scores range from 0 to 1 with larger

values indicating greater similarity between the
two regions.

Intersection and union of fwo sets A
and B
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Using a Threshold on the loU for Classification

T M
[ F =
\ -

LS |

IOU = 0.22 77 10U=0.00

True Positive False Positive False Negative

Ground truth bounding box: red. Model bounding box: light blue
Image credit: Learnopencv.com

ESEEEQTNY CS 585: Image and Video Computing © Betke


https://learnopencv.com/intersection-over-union-iou-in-object-detection-and-segmentation/

Beware of Annotation Noise

Ground truth Adaboost Ground truth Adaboost

Image credit:
Theriault et al., MV, 2012
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https://www.cs.bu.edu/fac/betke/papers/Theriault-et-al-MVC-2012.pdf

Beware of Annotation Noise

Ground truth Adaboost Ground truth

Adaboost

Image credit:
Theriault et al., MV, 2012
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https://www.cs.bu.edu/fac/betke/papers/Theriault-et-al-MVC-2012.pdf

ICORD: Intelligent Collection of
Redundant Data

Raw Image Round 1 Round 2

Predicted Score: 0.38 <0.75 Predicted Score: 0.83 > 0.75
Jaccard Score: 0.34 Jaccard Score: 0.83
Figure 5. An example processed by ICORD involving a cell on
a fluorescence microscopy image. ICORD detects in the second
round that the outline is sufficiently accurate to be considered a
final product (7 = 0.83).

Sameki et al., CVPRW 2016

ICORD Process for Cell Segmentation:
Input: Raw images of cells, quality threshold 7, number of
rounds .
1. A single round of crowdsourcing is performed on all cell
images. One segmentation is obtained per cell.
2. Crowd segmentations are converted to binary masks, and
image and behavioral features are extracted.
3. The prediction model receives the feature vectors and
evaluates the quality of each segmentation.
4. For each cell: If the predicted score 1s higher than thresh-
old 7, the system accepts the annotation (step 7). Otherwise,
the annotation is flagged as inaccurate (step 6).
6. Repeat until all cell segmentations are predicted to be
accurate or N crowdsourcing rounds have been performed:

6.1 A new round of crowdsourcing is performed on the
cell images with annotations flagged as inaccurate.

6.2 Steps 2.-4. are applied to the current segmentation.
7. For any cells still predicted to have inaccurate segmen-
tations, the segmentation among the N collected is chosen
that has highest predicted quality.
Output: Cell annotations and their predicted quality scores.
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https://www.cs.bu.edu/fac/betke/papers/SamekiGurariBetke-CVMI-CVPR-2016.pdf

ICORD: Intelligent Collection of
Redundant Data

Raw Image Round 1 Round 5

I . : N , S N \ : |
Predicted Score: 0.50 < 0.75 ! Predicted Score: 0.72 < 0.75 ! Predicted Score: 0.71 < 0.75 ! Predicted Score: 0.70 <0.75 ! Predicted Score: 0.76 > 0.75
Jaccard Score: 0.53 : Jaccard Score: 0.77 : Jaccard Score: 0.74 : Jaccard Score: 0.76 : Jaccard Score: 0.79

Figure 4. An example processed by ICORD: A phase contrast image of a cell and its segmentations, produced by crowd workers in S rounds.
In rounds 1-4, the prediction model flagged the segmentations as not sufficiently accurate (quality score below threshold 7 = 0.75). In
round 5, ICORD predicts that the shown segmentation is accurate (score > 0.75) and terminates the processing on this cell. For each
round, the Jaccard scores measuring the overlap between expert-drawn and crowd-worker-drawn regions are also displayed (observed and
predicted scores only differ by 6 or fewer percentage points).

Sameki et al., CVPRW 2016
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https://www.cs.bu.edu/fac/betke/papers/SamekiGurariBetke-CVMI-CVPR-2016.pdf

CITYSCAPES
DATASET

News  Overview -  Examples -~  Benchmarks -  Download  Submit  Citation
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The Cityscapes Dataset

Semantic, instance-wise, dense|pixel annotations of 30 classes

Dataset Overview

Dataset Overview

Get an overview of the Cityscapes
dataset, its main features, the label
policy, and the definitions of contained
semantic classes.

Examples

Have a look at some examples providing

further insights into the type and quality
of annotations, as well as the metadata
that comes with the Cityscapes dataset.

Semantic Understanding of Urban Street Scenes

Benchmark Suite

Find out about the challenges in our
benchmark suite, their corresponding
metrics and the performance results of
evaluated methods.

== ==

The Cityscapes Dataset

We present a new large-scale dataset that contains a diverse set of stereo video sequences recorded in street scenes from 50 different
cities, with high quality pixel-level annotations of 5000 frames in addition to a larger set of 20000 weakly annotated frames. The dataset is
thus an order of magnitude larger than similar previous attempts. Details on annotated classes and examples of our annotations are available
at this webpage,

The Cityscapes Dataset is intended for

1. assessing the performance of vision algorithms for major tasks of semantic urban scene understanding: pixel-level, instance-level, and
panoptic semantic labeling;
2. supporting research that aims to exploit large volumes of (weakly) annotated data, e.g. for training deep neural networks.

Latest News

Cityscapes 3D Benchmark Online
October 17, 2020

Cityscapes 3D is an extension of the original Cityscapes with 3D bounding box annotations for all types of vehicles
& as well as a benchmark for the 3D detection task. For more details please refer to our paper, presented at the CVPR
2020 Workshop on Scalability in Autonomous Driving. Today, we extended our benchmark and evaluation server to
include the 3D vehicle detection task. In order to train and evaluate your method, checkout our toolbox on Github,
which can be installed using pip, i.e.python -m pip install cityscapesscripts[guil. In order to visualize the 3D Boxes,
run csViewer and select the CS3D... Read more

License

This Cityscapes Dataset is made freely available to academic and non-academic entities for non-commercial purposes such as academic
research, teaching, scientific publications, or personal experimentation. Permission is granted to use the data given that you agree to our

icense terms.

Dataset Overview —

News. Search Website
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Cityscapes Dataset

road - sidewalk - parking - rail track

person - rider

car - truck- bus - on-rails - motorcycle - bicycle -
caravan - trailer

building - wall - fence - guard rail - bridge - tunnel

pole - pole group - traffic sign - traffic light

vegetation - terrain

sky

ground - dynamic - static
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https://www.cityscapes-dataset.com/

UPSNet: Panoptic Segmentation
Backbone Network / Semantic

logits | /
_ Semantic —
Head
| .
Class - Panoptic —
| 7 Head
Box
L Instance
| Head Mask logits |
Panoptic
logits
Image FPN Feature
Runtime speedup 3x over previous work Xiong et al., 2019
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Panoptic
logits

Ground truth Xiong et als evaluation Xiong et al., 2019

of Kirillov et al.’'s model
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Mask R-CNN

Extends Faster R-CNN by adding a branch for predicting an object mask
in parallel with the existing branch for bounding box recognition

RolAlign|
He et al., ICCV 2017
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https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8237584

Backbone Detection Networks used for Segmentation

Faster R-CNN uses a Region Proposal Network (RPN) that shares
convolutional features with the Fast R-CNN: Ren et al., NIPS 2015

Fast R-CNN: Girschik, 2015

. . R-CNN: Regwns with CNN features
o
R_CN N (fo r Reglo nS Wlth CN N ,7.‘ = '-__- ~ » -, = — Warped reglon Maeroplane‘? no. |
Y. i ' gl Pl B, o T 1 (L ,
Features”): Girschik et al., 2014 0 = 1'“ NN > ooy
W N R  (f CNN'\ :
bl (AL Y. | A q‘tvmomtor‘? no. |
1. Input 2. Extract region 3. Compute 4. Classify
image proposals (~2k) CNN features regions
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https://papers.nips.cc/paper_files/paper/2015/hash/14bfa6bb14875e45bba028a21ed38046-Abstract.html
https://arxiv.orghttps/arxiv.org/pdf/1504.08083.pdf/pdf/1504.08083.pdf
https://arxiv.org/pdf/1311.2524.pdf

Domain Adaptive Semantic Segmentation

Wang et al., ICCV 2023

Deep models often generalize poorly to new domains such as different
cities or weather in driving scenes. Solution: Domain Transfer

Unsupervised domain adaptation (UDA) allows knowledge transfer
from synthetic data (source domain), where pixel-level annotations are
more cheaply available, to real-world data (unlabeled target domain).

Extends DAFormer, a Transformer-based model for UDA

Our contribution: A cross-domain attention consistency loss function.
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https://openaccess.thecvf.com/content/ICCV2023/papers/Wang_CDAC_Cross-domain_Attention_Consistency_in_Transformer_for_Domain_Adaptive_Semantic_ICCV_2023_paper.pdf

Wang et al., ICCV 2023’s Results

Target Image Source only DAFormer Ours Ground Truth
Cityscape Synthetic
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https://openaccess.thecvf.com/content/ICCV2023/papers/Wang_CDAC_Cross-domain_Attention_Consistency_in_Transformer_for_Domain_Adaptive_Semantic_ICCV_2023_paper.pdf

Learning Objectives

* Know differences between semantic, instance, and panoptic segmentation

* Know architectures of FCN-8s, SegNet, UPSNet, Mask R-CNN. High level, not
details

* Know how to measure the success of a segmentation model (can apply loU)
* Know that “expert” annotations can be noisy

* Know that crowdsourcing of labels typically involves collecting redundant
annotations

* Know that domain adaptation yields more generally applicable models
* Know that Cityscapes is a widely used dataset for scene segmentation
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