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ABSTRACT

A humancomputer interface (HCI) system caled “ The CameraMouse’ is evaluated. It
tracks a user’ s movements with a video camera and trand ates them to movements of the mouse
pointer on the screen [1]. The main objectives for the experimentation were to quantitatively
define the performance of the system for different users, features, and applications, to determine
the optimal settings for different kinds of users, and to compare measurements over dl usersin
order to suggest enhancements to a future system of thistype. The experiments were conducted
with 11 participantsincluding a subject with severe physicd disabilities. Each subject repeatedly
performed a number of tasks. During each trid, a different feature was tracked and the elapsed
time and mouse movement trgjectories were measured. These measurements were used to
quantify the systlem’ s performance.

1. INTRODUCTION

Human-computer interface (HCI) systems are key componentsin alowing persons with
severe disabilities to communicate with family, friends and caregivers. In many cases, persons
with severe disabilities are non-verbd and have limited voluntary movement that greetly hinders
their ability to share their needs and desires with others. For example, persons fflicted with
severe cerebra palsy may be quadriplegic, spadtic and athetiodic whereby musclesin dl parts of
their body are unable to relax and they are unable to control the movement of many musclesin
any part of their body [2]. An assgtive HCI device like the “CameraMouse’ [1,3] not only
alows saverdy disabled persons to communicate their wants, but aso dlows them to use the
computer for educational and recreationa purposes. With an effective assstive HCI system,
communication viaacomputer can be accomplished without the use of traditiona devices such
as akeyboard or mouse and can instead be tailored to the user’s own motor abilities. These
qualities of an assgtive HCI system make it an invauable asst to those living with severe
disshilities.

2. THE CAMERA MOUSE HCI SYSTEM

“The CameraMousg’ system is comprised of a single computer, a camera, and adriver
program. The driver program tracks the user’ s movements with the camera and trand ates them



into movements of the mouse pointer on the screen. Any body feature such as the nose, finger,
or lip can be tracked to control mouse movements. The feature to be tracked isinitidized by the
user (or caregiver), when it is selected with amouse click in the live video box displayed on the
screen. Thefidd-of-view of the tracked feature in the video box can be changed by zooming in
or out of the scene with the camera controls (see Figure 1).

The user is able to move the mouse pointer by moving his’her selected feature in space.
When the feature sfidd-of-view issmdl in the video box (i.e. the feature is zoomed-in on),
smdl movements of the feature in space will trandate to larger movements of the mouse pointer,
while alarge fidd-of-view will trandate to smaller mouse movements.

Figurel1: Participant using Camera Mouse for SpeechStagger ed application whereinner left eye contour is
zoomed-in on (video box isin upper left corner of screen)

In order to salect items on the screen, the system provides click-event functiondity such
asright clicks, left clicks, and double clicks. The clicks are generated based on “dwdl time.”
Specificaly, when a user wishes to sdlect an item on the screen, he/she must hold the mouse over
that item (within a 30-pixd radius) for a specified period of time (between 0.5 seconds and 1.5
seconds) then the click-event selected will execute and the item will be sdlected .

Thetracking dgorithm that governs this system utilizes a technique called “template
matching.” When the feature to be tracked is selected, a square is placed over the feature and the
subimage within this square is saved. The saved subimage becomes atemplate that will be used
to determine the location of the festure in the next frame. The tracking agorithm attempts to
match the template to a search window in the new frame that is centered at the position of the
feature in the previous frame. All subimages within the search window are corrdated againg the
template and the subimage with the highest corrdation becomes the new template whileits
center coordinates become new pointer coordinates for the mouse on the screen. I, at any time,
the corrdaion value computed is low and the origind feeture cannot be found in the next frame
(due to quick movements by the user for example), the feature can be re-selected by the user and
the template will thereby be manualy updated.

3. EXPERIMENTATION PARAMETERSAND METHODS

Three application programs were used by the participants to perform tasks from which
datawas captured. These programs are “ EaglePaint” and “ SpeechStaggered,” both developed at
Boston College, and an educationa program titled “ Richard Scary’ s Best Reading Program
Ever” (see Figurel above for SpeechStaggered screen shot, see Figures 2 and 3 below for
EaglePaint and Reading Program screen shots).



Figure2: Participant using Camera Mouse Figure 3: Participant using Camera Mouse for

for EaglePaint application (tracking lower lip) Reading Program: Kite Game (tracking nose)

The EaglePaint program is asmple painting program that alows the user to draw multi-
colored shapes in the application window using only mouse pointer movement (see Figure 2).
For experimentation purposes, each participant was asked to draw ahorizontd straight line from
one marker on the left sde of the application window to another marker on the right sde (for
each feature tracked).

The SpeechStaggered program alows the user to spell out words and phrases from five
boxes together containing al letters of the English dphabet. The boxes are organized such that
there are three centered at the top of the application window containing clusters of the letters
“ABCD” “EFGH” and “IJKLMN”", and two centered just below those with clusters of the letters
“OPQRST” and “UVWXY Z.” The program aso includes buttons to add a space between words,
delete |etters, and give a computer-generated pronunciation of the word or phrase. In order to
spell aword using SpeechStaggered, the user positions the mouse pointer over a particular |etter
clugter then |eft clicks to sdlect the cluster. Upon clicking, a new window appears showing each
letter of the clugter in anindividual box. The user then left clicks on hishher desired letter which
is then shown in adidog box in the gpplication window. During experimentation, each user was
asked to spdll three words (for each feature tracked), “RAINING”, “MINIMAL”, and “POOR.”
These words were chosen on the basis of the location of their |etters in the gpplication window
which influenced the differentiation thet their x- and y-mouse-coordinate trgectories would
have.

The Richard Scary program is a children’s educationd program which contains five
“worlds’ where the user can play games associated with spelling and reading. For the purposes
of experimentation, each subject was asked to play a matching game in the “beach world.” The
gameinvolved having the user match words and pictures on kitesin order to make them fly.
Two sets of four kites appear on the screen. Thefirgt set, which gppears in the upper portion of
the screen, contains kites with words describing objects. The second set appears below the first
set and contains pictures of the objects described in the first set. The user was asked to match
ether akite with aword to one with a picture or vice-versa by sdecting one kite then its
matching partner. The user played this game four times (once per feature) and sdected kitesin
random order in each iteration of the game.

Four features were tracked for each subject, the nose, lower lip, interior of |eft eye, and
thumb. Figures 4-7 below show the field-of-view of the camera mouse for each feature tracked
Table 1 shows the experimentation participants.
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Figure6: Left Eye

Tracking Field-of-View

Figure7: Thumb
Tracking Field-of-View

Tablel: Participants

4. EXPERIMENTATION RESULTS
4.1 Time Results

The following table summarizes the average e gpsed time (in seconds) taken by dl non-disabled
subjects to perform each task by feature. The average was taken over 4 trids.

Nose | Lip | Eye | Thumb
EaglePaint 7.1 7.1 5.9 9.3
SpeechStaggered: Raining 46.0 536 | 53.4 58.5

SpeechStaggered: Minimal 47.9 525 | 517 52.1

SpeechStaggered: Poor 22.9 26.0] 24.0 31.0

KiteGame 56.2 616 | 50.2 59.8
Nose | Lip |Eye | Thumb

Overall Avg. Time

per Feature 36.0 40.2 ] 37.0 42.1

Table2: Averageelapsed timein seconds per task and feature

The following table summarizes the average € gpsed time taken by people wearing
glasses versus people not wearing glasses to complete each task while the eye was being tracked:



Glasses Wearing Subjects Non-Glasses Wearing Subjects
Eye Eye
EaglePaint 5.0 6.1
SpeechStaggered: Raining 65.0 50.5
SpeechStaggered: Minimal 53.0 514
SpeechStaggered: Poor 25.5 23.6
KiteGame 49.0 50.5
Eye Eye
Overall Avg. Time for Eye 39.5 36.4

Table3: Averageelapsed timein secondsper task whiletracking the eye of glasses and non-glasses wear er s

4.2 EaglePaint Results

This section describes the data from the EaglePaint application that were used to measure the
smoothness of mouse movement over the different features.

For each subject and festure, a graph was generated showing the X mouse coordinate
trgectory for the user drawn horizontd line. An example graph is shown in Figure 8 below:

Figure8: X tragjectory (blueline) with Ground Truth Straight Line (pink line)

Figure 8 above shows the x- coordinate movement of the mouse for subject 1 usng EaglePaint to
draw adraight line while the nose was tracked. In the figure, the x-axis represents time while
the y-axis represents the mouse x-coordinate. The blue line shows the movement of the mouse
by the user in the horizontd direction. A dationary segment of the blue line indicates that the
user was not moving the mouse in the horizorta direction ether left or right, a downward
movement in the line indicates that the user was moving to the left, and an upward movement
indicates that the user was moving to the right. The pink line in Figure 8 represents a sraight
line from the x-coordinate where the user started to draw the line to the coordinate where the
user finished drawing higher line. The blue line trgectory up to where the pink line begins
represents the adjustment period of the user to move the mouse from its position on the screen
when tracking begins to the left marker in the application window.

The results messured the smoothness of movement for each feature and show that
subjects were able to draw the smoothest lines using their thumbs and the least smooth lines
usng their eyes. For the thumb feature, the smalest Euclidean distance between the drawn line
and the ground truth straight line was measured, while for the eye, the largest Euclidean distance



between the drawn and straight lines occurs. The results also show that glasses wearing subjects
were able to draw a sgnificantly smoother line while their glasses were being tracked as opposed
to the non-glasses wearing subjects whose | eft eye interior was tracked.

4.3 Resultsfor Subject with Severe Physical Disability

A user with severe disabilities was the subject of the fina experiment (see Figure 10
below). Thisuser isa40-year-old woman who is afflicted with cerebra palsy and has
participated in six Camera Mouse sessons since December of 2001. Sheis non-verba except to
make sounds indi cating agreement or disagreement with a question being posed. Figure 9 below
isa picture of the Camera Mouse setup for users with disgbilities in the Human Computer
Interface Laboratory at Boston College.

Figure9: Disabled User Setup | Figure 10: Disabled User
at Boston College

The subject views the monitor on the Ieft in figure 9 while she is working with the software
gpplications. The monitor on the right is used by the caregiver to observe the Camera Mouse
video box and manualy update tracking of the subject if necessary.

During the user’ s experimentation session, she was able to use the EaglePaint and
SpeechStaggered programs.  The EaglePaint program was the first gpplication used. [nitidly, the
disabled user’ s nose was tracked with the same field-of-view as the non-disabled users and she
was asked to draw a horizonta line from the left Sde of the gpplication window to the right side.
Thefidd- of-view parameters proved unsatisfactory for the user since her gpastic movements
would cause her face to move entirely out of the Camera Mouse video box. Asaresult of this,
the field- of-view was changed to include her full face in gpproximately the center 30% of the
screen. This new setting aleviated the problem of her face moving out of the screen, however,
the nose proved problematic as atracked feature. Throughout thistrid, the tracker lost the
position of the nose due to the irregular and quick movements of the user and the template had to
be manualy updated severd times. In addition, the user did not have enough fine motor control
to draw ahorizontd line and found it especidly difficult to reach the first marker on the left of
the screen. After dso experimenting with lower lip tracking and eye tracking, it was observed
that the tracker worked best for this subject when tracking the patch of skin just above the bridge
of the nose and between the eyes. This was the tracking feature that was used in subsequent
experiments with the user.

In addition to having the user draw a horizontd line with the EaglePaint program, she
was a0 asked to draw avertical line from the top of the screen to the bottom. Thistask proved
easer for the user as she seemed to have better motor control of her head in avertica direction
than in ahorizonta direction. She performed this task four times with a progressive increase in



elapsed time to perform the task. Asthe user continued to perform the task, she seemed to
become tired and somewhat frustrated that she was unable to make the mouse function as she
wanted it to. Thismogt likely accounted for theincreasein task performancetime. Figure 11
below describes the time taken for the disabled subject to draw lines with the EaglePaint
goplication and shows that the eye was the fastest feature to be tracked on average.

User with Disabilities

Nose Lip Eye

EaglePaint - Horizontal Line Trial 1 | 9

EaglePaint - Horizontal Line Trial 2 21
EaglePaint - Horizontal Line Trial 3 20
EaglePaint - Horizontal Line Trial 4 4
EaglePaint - Horizontal Line Trial 5 17
EaglePaint - Vertical Line Trial 1 11
EaglePaint - Vertical Line Trial 2 6
EaglePaint - Vertical Line Trial 3 28

EaglePaint - Vertical Line Trial 4 55

Avaranc 21 21 1 19

Figure 11: Elapsed timein secondsfor subject with disabilitiesusing the EaglePaint Program

The other task performed by the disabled user wasto spdll the word “POOR” with the
SpeechStaggered program. Thistask was extremdy difficult for the user for anumber of
reasons. One significant reason is that the Sze of both the letter cluster boxes and the individud
letter boxes in the SpeechStaggered application window seemed to be too small for the user.
Ancther isthat the individua letter boxes were too close together and awkwardly placed such
that the user was not able to select the letters she wanted. For instance, the user was able to
effectively sdect the letter cluster box containing the letters for “POOR” and was even adleto
select the letter ‘P after aninitid attempt, however, she had greet difficulty selecting the |etter
‘R’ because of both its pogtion in the window and itsSze. The postions of the lettersin the
individua window that are contained in the word “POOR” are roughly like that in figure 12:

Figure 12: Positionsof Lettersin Individual Letter Boxes of EaglePaint Program

When the cluster box ‘ OPQRST’ is selected, awindow like the table in Figure 12 appears and
the mouseisinitidly cortained over the letter ‘O’. Asaresult, in order to select the letter ‘R’ for
example, movement in both the horizontal and vertica directionsisrequired. As movement in
the horizontd direction in addition to the fine motor control required to hold her head in afixed
position was problematic for the user, when she attempted to select the letter ‘R, she would
inadvertently sdect the letter ‘' T' indtead. This limitation in her movement caused her to spell
the following: “OPOTOTTR” ingtead of “POOR.”

An obsarvation directly resulting from this disabled user’ s experience with the
SpeechStaggered program would be one of the need for more effective application appearance
design for spelling programs of thistype. For instance, kegping in mind that a severely disabled
user may have avery limited range of movement aswell as alimited ability to hold his or her



head in afixed position, spelling gpplications should be designed so that |etters are in easy to
reach locations on the screen and are large enough so that the user can waver in movement
without fear of falling to select the desired letter. A communicative gpplication such asthis
could aso incorporate functiondity for quick phrase generation so that a user is not forced to
paingtakingly spell out every letter in the phrase.

5. Conclusion

This paper explained the results and evauation of experimentation with an HCl system
caled “The CameraMouse.” The experiments were conducted with ten non-disabled users and
one disabled user who were asked to perform various tasks through mouse movement and
selection while afacid feature or the thumb was tracked. The results found through these
experiments could help to augment and customize future HCI systems for different types of
users. Overdl, the results show that the noseis the most religble tracking festure for non-
disabled users. This feature was the fastest feature over al users and the second smoothest
feature. In future HCI systems, it would be possible to use this information in order to cusomize
tracking settings for non-disabled users. The results of the SpeechStaggered program for non-
disabled users show that different words can be recognized based on their trgjectories. For future
HCI systems, this could mean employing a technique to recognize similar trgectoriesin order to
identify and spdll words quickly based on their initid trgectory observations. For disabled users,
this could dramaticaly speed up their rate of communication. The results obtained from the
experimentation sesson with the disabled user highlighted the importance of not only user
customizeation for feature tracking and other settings, but dso effective application design that
takes into account user disabilities. The disabled user described in this paper could greetly
benefit from an HCl system that automatically tracks the easiest feature for her to use aswell as
aspeling gpplication with larger letters that are ergonomically positioned for most efficient use.
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