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Abstract— Topology discovery systems are starting to be in- two-hundred), and conduct traces in a full mesh, but avoid
troduced in the form of easily and widely deployed software. tracing to outside destination&criptroute [6] is a system
Unfglrtunatfelr)]/, thtt:: resefarch comhmunity has “?t eéar_ninttled thg that allows an ordinary internet user to perform network
ﬁ]roa e?et&vorlﬁ \fArIiengl)ye rr?];n;nsel:_c Tms as;gpeo?ezc?iblg;ensgvsgl measurements from several distribgted vantage pointso#t p
contributions towards that end. These were first presented in ta  POSE€S remote measurement executiorPametLab nodes [7],
proceedings of ACM SGMETRICS 2005. We show that standard through a daemon that implements ping, traceroute, hop-by-
topology discovery methods (e.g., skitter) are quite inefficient, hop bandwidth measurement, and a number of other utilities.
reﬁeatedlyl p(;obmg the;amet;]ntgrfac%s. This |sta concern,r?etce?fj_s Recent studies have shown that reliance upon a relatively
\tlrna?r:h:;avx(/eill blé%instjg reg%b?engésga?gfjvsg ;:éj;oser?\Nlc? smal_l number of monitors t_o generate a _graph of the intern_et
metrics focusing on redundancy in probing and show that both €an introduce unwanted biases. There is reason to question
are important. We also propose and evaluate Doubletree, an well known results, such as Faloutsos et al’s finding [8]
algorithm that strongly reduces redundancy while maintaining that the distribution of router degrees follows a power law.
nearly the same level of node and link coverage. The key ideasTnat work was based upon an internet topology collected
are tolexplor[ the trge-llke structure of routes to and from a single f iust twelve t te hosts by P iot and Grad [9
point in order to guide when to stop probing, and to probe each 'TOM JUst twelveé tracerouté nosts by Fansiot an rad [9].
path by starting near its midpoint. Following the SicmeTrics  Lakhina et al. [10] showed that, in simulations of a network
work, we implemented Doubletree, and deployed it in a real in which the degree distribution does not at all follow a powe
network environment. This paper describes that implementation, |aw, traceroutes conducted from a small number of monitors
as well as preliminary favorable results. can tend to induce a subgraph in which the node degree

Index Terms— network topology, traceroute, cooperative algo- distribution does follow a power law. Clauset and Moore [11]
rithms. have since demonstrated analytically that such a phenameno
is to be expected for the specific case of &&-denyi random
graphs [12].

) _ ) Removing spatial bias is not the only reason to employ

Systems for active measurements in the internet are YReasurement systems that use a larger number of monitors.
dergoing a radical shift. Whereas the present generation\gfin more monitors to probe the same space, each one can
systems operates on largely dedicated hosts, numbering &z a smaller portion and probe it more frequently. Network
tween 20 and 200, a new generation of easily downloadalagsnamics that might be missed by smaller systems can more
measurement software means that infrastructures basedr&gu”y be captured by the larger ones while keeping the
thousands of hosts could spring up literally overnight.ddsl \yorkioad per monitor constant.
carefully controlled, these new systems have the potentialtpe idea of releasing easily deployable measurement soft-
to impose a heavy load on parts of the network that ajgare is not new. To the best of our knowledge, the idea of
being measured. They also have the potential to raise alariagorporating a traceroute monitor into a screen saver wets fi
as their traffic can easily resemble a distributed denial gfscussed in a paper by Cheswick et al. [13] from the year
service (DDoS) attack. This paper examines the problem, aggpo (they attribute the suggestion torg Nonnenmacher).
proposes and evaluates, through simulations and prototyjce that time, a number of measurement tools have been
deployment, an algorithm for controlling one of the Mosieleased to the public in the form of screen savers or dagmons
common forms of active measuremetraceroute [1]. such asGrenouille [14] or NETI@home [15]. In the summer

There are a number of systems active today that aim ¢@ 2004, the first tracerouting tool of this type was made
elicit the internet topology at the IP interface level. Thesth yajlable: DIMES [16] conducts traceroutes and pings from,
extensive tracing system,ADA’s skitter [2], uses 24 moni- gt the time of writing this paper, 8,700 agents distributeero
tors, each targeting on the order of one million destin&tiorfiye continents.

In the fashion of Sk|tter$an‘per [3] uses SeVeraI monitorS to Given that |arge scale network mapp|ng is emerging’ con-
traceroute IPv6 addresses. Some other well known system@gnplating such a measurement system demands attention to
such as the Re NCC's TTM service [4] and the NIANR efficiency, in order to avoid generating undesirable nekwor
AMP [5], have larger numbers of monitors (between one- angad. Save for our work, described here, and first presented

, _ N _ ~at ACM SIGMETRICS 2005 [17], this issue has not been
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I. INTRODUCTION



classic topology discovery systems involve duplicatedreff presents our implementation of Doubletree and evaluaies it
By classic topology discovery, we mean those systems, sukhieal environment; Sec. VI discusses related work; finally,
as skitter, tracing from a small number of monitors to &ec. VIl concludes this paper and introduces directions for
large set of common destinations. We define two metrifsture work.
to gauge duplicated effort in such systems: the quantity of
measurements made by an individual monitor that replicate

its own work {ntra-monitor redundancy) and, the quantity of
measurements made by multiple monitors that replicate eactOur study in Sec. Ill and IV is based on skitter data from
other’s work (nter-monitor redundancy). August F' through %, 2004. This data set was generated

Using skitter data from August 2004, we quantify both kindsy 24 monitors located in the United States, Canada, the
of redundancy. We show that intra-monitor redundancy i& higJnited Kingdom, France, Sweden, the Netherlands, Japan, an
close to each monitor. This fact is not surprising given tee+ New Zealand. The monitors share a common destination set
like structure (orcone, as Broido and claffy describe it [18]) of of 971,080 IPv4 addresses. Each monitor cycles through the
routes emanating from a single monitor. Further, with respedestination set at its own rate, taking typically three days
to inter-monitor redundancy, we find that most interfaces acomplete a cycle. For the purpose of our studies, in order to
visited by all monitors, especially when those interfaces areduce computing time to a manageable level, we worked from
close to destinations. This latter form of redundancy i® alst limited destination set of 50,000, randomly chosen froen th
potentially quite large, since it would be expected to growriginal set.
linearly with the number of monitors in future large-scale Visits to host and router interfaces are the metric by which
measurement systems. we evaluate redundancy. We consider an interface to have

Our analysis of the nature of redundant probing sugge$tsen visited if its IP address appears at one of the hops
more efficient algorithms for topology discovery. In patticin a traceroute. Therefore, probes that pass through arroute
ular, our second contribution is to propose and evaluate merface and are routed onwards are not considered as visit
algorithm calledDoubletree. Doubletree takes advantage ofo that interface. Only a probe that stops at a host or router,
the tree-like structure of routes, either emanating frorimgls generating an ICMP message that bears the IP address of
source towards multiple destinations or converging from-muhe interface, constitutes a visit. Furthermore, we mainta
tiple sources towards a single destination, to avoid dapba our metric at the interface level. Though it would be of
of effort. Unfortunately, general strategies for reducthgse interest to calculate the load at the host and router level, w
two kinds of redundancy are in conflict. On the one handjake no attempt to disambiguate interfaces in order to btai
intra-monitor redundancy is reduced by starting probing faouter-level information. We believe that the load on indial
from the monitor, and working backwards along the tree-likaterfaces is a useful measure. As Broido and claffy noté, [18
structure that is rooted at that monitor. Once an interface “interfaces are individual devices, with their own indiual
encountered that has already been discovered by the monipwocessors, memory, buses, and failure modes. It is reblona
probing stops. On the other hand, inter-monitor redundanty view them as nodes with their own connections.”
is reduced by probing forwards towards a destination until How do we account for skitter visits to router and host
encountering a previously-seen interface. The inter-tooniinterfaces? Like many standard traceroute implementstion
redundancy reduction implies that monitors share infoionat skitter sends three probe packets for each hop count. An IP
about what they have already discovered. address appears thus in a traceroute result if the interface

We show a means of balancing these conflicting strategies@plies with an ICMP message, at least, to one of the three
Doubletree. In Doubletree, probing starts at a distanceishaprobes sent (but it may also respond two or three times). If
intermediate between monitor and destination. We dematestrnone of the three probes are returned, the hop is recorded as
methods for choosing this distance, and we then evaluate ti@n-responding.
resulting performance of Doubletree. Despite the chadleng Even if an IP address is returned for a given hop count, it
inherent in reducing both forms of redundancy simultangpusmight not be valid. Due to the presence of poorly configured
we show in simulations that probing via Doubletree can redugouters along traceroute paths, skitter often records afiesn
measurement load by approximately 76% while maintainirgich as private IP addresses that are not globally routable.
interface and link coverage above 90%. We account for invalid hops as if they were non-responding

Based on our prior work, we have now deployed Doubletrémps. The addresses that we consider as invalid are a subset
in the internet. We describe its deployment on the Planeif the special-use IPv4 addresses described in RFC 3330 [19]
Lab [7] testbed and evaluate the initial results. This eatifin as we detail in our &METRICS paper [17, Sec. 2.1]. Special
is achieved by comparing results with a standard tracergutiaddresses cover around 3% of the entire considered address
system. We show that the simulations results are confirmed dst.
the deployed prototype.

The remainder of this paper is organized as follows: Sec. Il
introduces the simulation setup and the data set we use;
Sec. lll describes the two metrics we consider and applies
them on the skitter data; Sec. IV describes and evaluatesThis section introduces two metrics that allow one to
the Doubletree algorithm based on the simulations; Sec.&valuate a distributed tracerouting system.

Il. GENERAL METHODOLOGY

IIl. METRICS TOEVALUATE TOPOLOGY DISCOVERY
TooLs
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We evaluate such a system by considering the redunda_r*i:y .I|||||\HH\HHHH”H“IH, ‘
(i.e., the duplication of effort) at two levels. One is thdiid- o 0 5101520253035 all
ual level of a single monitor, considered in isolation framet <
rest of the system. This intra-monitor redundancy is mesasur hop

by the number of times the same monitor visits an interface.
The other, global, level considers the system as an ensenmiyge2. skitter intra-monitor redundancy for teé@anpagne monitor
of monitors. This inter-monitor redundancy is measuredheay t

number of monitors that visit a given interface, countindyon

once each monitor that has non-zero intra-monitor redurydar{lower part of the plot).

for that interface. By separating the two levels, we sepats

problem of redundancy into two problems that can be treatad |ntra-Monitor Redundancy

somewhat separately. Each monitor can act on its own to

redupe 'ts. mtra-momtor redundgncy, but 'cooperat|on betw like graph that is generated when all traceroutes originate
monitors s reql_Jlred to r_educe |nter-mqn|tor redundancy. at a single point. Since there are fewer interfaces closer to
/In the following sections, we plot interface redundanci,e mponitor, those interfaces will tend to be visited more
dlstrlputlons. Smce these distributions are generallgwsd, frequently. In the extreme case, if there is a single gateway
quantile plots give us a better sense of the data than woylgter petween the monitor and the rest of the internet, the
plots of the mean and variance. There being several Wayi§g|e |P address of the outgoing interface belonging to tha
to _calculate quantlles_, we employ_ the method descrl_bed RYuter should show up in every one of the traceroutes.
Jain [20, p. 194], which is: rounding to the nearest intéger e measure intra-monitor redundancy by considering all
value to obtain the index of the element in question, andsigiaceroutes from the monitor to the shared destinations,
the lower integer if the quantile falls exactly halfway betm \hether there be problems with a traceroute such as illegal
two Integers. addresses, or not.

Fig. 1 provides a key to reading the quantile plots found in Haying calculated the intra-monitor redundancy for each
Figs. 2 and 3 and figures found later in the paper. A dot marffierface, we organize the results by the distance of the
the median (the ® quartile, or 50" percentile). The vertical interfaces from the monitor. We measure distance by hop
line below the dot delineates the range from the minimum tunt. Since the same interface can appear at a number of
the ' quartile, and leaves a space from the tb the 2 gifferent hop counts from a monitor, for instance if routes
quartile. The space above the dot runs from tffet@ the 3°  change between traceroutes, we arbitrarily attribute thea
quartile, and the line above that extends from tffeq@iartile interface the hop count at which it was first visited. This
to the maximum. Small tick bars to either side of the "ne|§rocess yields, for each hop count, a set of interfaces that
mark some additional percentiles: bars to the left for th® 1Qye sort by number of visits. We then plot, hop by hop, the
and 9@, and bars to the right for the"sand 95", redundancy distribution for interfaces at each hop count.

In the figures, each quantile plot sits directly above an Fig. 2 shows the intra-monitor redundancy metric applied
accompanying bar chart that indicates the quantity of da@the chanpagne monitor. Plots for other monitors can be
upon which the quantiles were based. For each hop count, tb@nd in our prior publications [17], [21].
bar chart displays the number of interfaces at that distanceLooking first at the histogram for interface counts (lower
For these bar charts, a log scale is used on the vertical axialf of the plot), we see that these data are consistent with
This allows us to identify quantiles that are based upon vegystributions typically seen in such cases. The histogram
few interfaces (fewer than twenty, for instance), and so fegpresents the 92,354 unique IP addresses discovered thy tha
which the values risk being somewhat arbitrary. monitor. This total is shown as a separate bar to the right

In addition, each plot has a separate bar to the right, ldbelef the histogram, labeled “all”. The interface distances ar
“all”, that shows the quantiles for all interfaces takenetiger distributed with a mean at 17 hops corresponding to a peak
(upper part of the plot) and the number of discovered inteda of 9,135 interfaces that are visited at that distance.

Intra-monitor redundancy occurs in the context of the tree-



The quantile plot (upper part of the plot) shows the nature
of the intra-monitor redundancy problem. Looking first te th
summary bar at the right hand of the chart, we can see tl'éat
the distributions are highly skewed. The lower quantile tred <
median interface have a redundancy of one, as evidenced%y
the lack of a gap between the dot and the line representing %e
bottom quarter of values. However, for a very small portibn @
the interfaces there is a very high redundancy. The maxim
redundancy is 150,000 — equal to the number of destinations
multiplied by the three probes sent at each hop.

Looking at how the redundancy varies by distance, we s all
that the problem is worse the closer one is to the monit 6 ..

This is what we expect given the tree-like structure of mouti + 1
i% S e

from a monitor, but here we see how serious the phenomengn
is from a quantitative standpoint. For the first two hops, the
median redundancy is 150,000. A look at the histograms shofiés 0 5101520253035 all
that there are very few interfaces at these distances.
Beyond three hops, the median redundancy drops rapidly. hOp
By the eleventh hop, the median is below ten. However, the
distributions remain highly skewed. Even fifteen hops outi9: 3. skitter inter-monitor redundancy
some interfaces experience a redundancy on the order of
several hundred visits. With small variations, these paste

are repeated for each of the monitors. The distribution of interfaces by hop count differs from the

From the point of view of planning a measurement systeﬁ’i‘,tra'_mon'tor case due to the difference in how we account
the extreme values are the most worrisome. It is clear tieaeth O distances. The mean is closer to the traceroute source (9
is significant duplicated effort, and it is especially cancated NOPS). corresponding to a peak of 19,742 interfaces that are
in selected areas. The problem is most severe on the first fégjied at that distance. ,
interfaces, but even interfaces many hops out receive kdsdr _ | "€ redundancy distribution also has a very different aspec
or thousands of repeat visits. Beyond the danger of triggericonsidering, first, the redundancy over all of the interéa@
alarms, there is a simple question of measurement efficientf far right of the plot), we see that the median interface is
Resources devoted to reprobing the same interfaces wouldfied by nearly all 24 monitors, which is a subject of great
better saved, or reallocated to more fruitful probing tasks Cconcern. The distribution is also skewed, though the eftect

Overall, we also found that 86% of the probes are redundaiﬁ?s dramatic. _Keep in mind thgt the vertical axis here is on a
in the sense that they visit interfaces that the monitor h4g&ar scale, with only 24 possible values.

already discovered. We also see a very different distribution by distance. In-
terfaces that are very close in to a monitor, at one or two
B. Inter-Monitor Redundancy hops, have a median inter-monitor redundancy of one. The

Inter-monitor redundancy occurs when multiple monitor%ame is true of interfaces that are far from all monitors, at

visit the same interface. The degree of such redundancy is gyrances over 20, Fhough _there are very few of these. _What 1S

keen interest to us when we envisage increasing the num pemally notable is th.at. interfaces at mtermedmteadrsgs

of monitors by several orders of magnitude. hto i]3)hte_nd _to be V'S'ted. byhalmqstlall fththe .mo_nltqrs.
We calculate the inter-monitor redundancy for each interfa | OUGN their distances are in the middle of the distribytion

by counting the number of monitors that have visited it. AhIS does not mean that the interfaces themselves are in the

monitor can be counted at most once towards an interfacg’gjdle of the network. Many of these interfaces are in fact

inter-monitor redundancy, even if it has visited that ifadee estinations. Recall that every destination is targetedueyy
multiple times. For a given interface, the redundancy iswal host.

lated just once with respect to the entirety of the monitdrs:

does not vary from monitor to monitor as does intra-monitor IV. DOUBLETREE

redundancy. However, what does vary depending upon than this section, we present Doubletree, our method for
monitor is whether the part|CU|ar interface is seen, andhettw probing the network in a friendiy manner while discovering

distance. In order to attribute a single distance to anfaiter a nearly all the interfaces and links that a classic tracémgut
distance that does not depend upon the perspective of &singlproach would discover.

monitor but that nonetheless has meaning when examining the
effects of distance on redundancy, we attribute the minimum
distance at which an interface has been seen among all the/
monitors. Doubletree is the key component of a coordinated probing

Fig. 3 shows the inter-monitor redundancy metric appliesystem that significantly reduces both kinds of redundancy
to the 24 skitter monitors. (i.e. inter- and intra-monitor) while discovering nearliget

gorithm
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Monitor 3 each hop, until it either has reached a distance of one hdp or i
encounters a member of the local stop set. It then proceeds to
ﬁi probe for the next destination. When it has completed probing
Monitor 2 for all destinations, the global stop set is communicatetthéo
next monitor. A formal description of the Doubletree algjom
is presented in our IBMETRICS paper [17, Sec. 3.1].

Monitor 1

(b) Destination-rooted

Fig. 4. Tree-like routing structures
B. Tuning Parameter p

same set of nodes and links. It assumes that routes in thé&oubletree has one tunable parameter. The choice of initial
internet have a tree-like structures, as shown in Fig. 4t€uprobing distanceh is crucial. Too close, and intra-monitor
leading out from a monitor towards multiple destinationsrfo redundancy will approach the high levels seen by classic
a tree rooted at the monitor (see Fig. 4(a)). Similarly, @sutforwards probing techniques. Too far, and there will be high
converging towards a destination from multiple monitonsrfo inter-monitor redundancy on destinations. The choice rhast
also a tree, but rooted at the destination (see Fig. 4(b)).guided primarily by this latter consideration to avoid hayi
monitor probes hop by hop so long as it encounters previouglfobing look like a DDoS attack.
unknown interfaces. However, once it encounters a knownWhile Doubletree largely limits redundancy on destinations
interface, it stops, assuming that it has touched a treel@nd once hop-by-hop probing is underway, its global stop set
rest of the path to the root is also known. Using these treeannot prevent the initial probe from reaching a destimatio
suggests two different probing schemes: backwards (basedhois set too high. Therefore, we recommend that each monitor
a monitor-rooted tree) and forwards (based on a destinati@et its own value forh in terms of the probabilityp that a
rooted tree). probe sent hops towards a randomly selected destination will
It is not necessary for monitors to maintain informatiomctually hit that destination. Fig. 5 shows the cumulativesm
about the whole tree structures. Instead, both backwards dunction for this probability for skitter monitochanpagne.
forwards probing use data structures, cabigg sets. The one If we consider as reasonable(e2 probability of hitting a
for backwards probing, called tHecal stop set, consists of responding destination on the first prolodyanpagne must
all interfaces already seen by that monitor. Forwards pigobichooseh < 14. The shape of this curve is very similar for
uses theglobal stop set of (interface, destination) pairs each of the 24 skitter monitors, but the horizontal position
accumulated from all monitors. A pair enters the stop set df the curve can vary by a number of hops from monitor to
a monitor visited the interface while sending probes with thmonitor.
corresponding destination address. In order to test the effects of the paramegeron both
A monitor that implements Doubletree starts probing for edundancy and coverage, we implement Doubletree in a
destination at some number of hap$rom itself. It will probe simulator. We examine the following values for between 0
forwards ath + 1, h + 2, etc., adding to the global stop set afi.e., forwards probing only) and 0.2, we incremenin steps
each hop, until it encounters either the destination or albeem of 0.01. From 0.2 tol (i.e., backwards probing in all cases
of the global stop set. It will then probe backwardshat 1, when the destination replies to the first probe), we incrémen
h — 2, etc., adding to both the local and global stop sets @t steps of 0.1. As will be shown, the concentration of values



close to 0 allows us to trace the greater variation of bemavio . ‘ ‘ ‘ ‘
in this area. o interface

000 destination

To validate our results, we run the simulator using the akitt
data from early August 2004. We assume that Doubletree is
running on the skitter monitors, during the same periodroéti
that the skitter data represents, and implementing the same
baseline probing technique described in Sec. Il, of probipg
to three times at a given hop distance. The difference in the
application of Doubletree lies in the order in which Doulset
probes the hops, and the application of Doubletree’s shgppi
rules.

A single experiment uses traceroutes from all 24 monitors £ 350,
to a common set of 50,000 destinations chosen at random ~
Each data point represents the mean value over fifteen runs 3q9- ‘ ‘ ‘ ‘ ‘
of the experiment, each run using a different set of 50,000 0.0 02 04, 08 08 1.0
destinations randomly generated. No destination is use@ mo
than once over the fifteen runs. We determine 95% confidence
intervals for the mean based, since the sample size is rqi%'. 6. Doubletree redundancy, @%ercentile. Inter-monitor redundancy on
tively small, on the Student distribution. These intervals aredestinations, gross redundancy on router interfaces
typically, though not in all cases, too tight to appear on the
plots.

Doubletree requires communication of the global stop set This is expected by definition gf. Values increase until
from one monitor to another. We therefore choose a randagn¥ 0.5, at which point they plateau at 24. The pojnt= 0.5
order for the monitors and simulate the running of Doubketrds, by definition, the point at which the probe sent to a
on each one in turn. Each monitor adds to the global set tlistanceh hits a destination in 50% of the cases. Doubletree
(interface, destination) pairs that it encounters, and passes ttadlows a reduction in 95 percentile inter-monitor redundancy
augmented set to the subsequent monitor. This is a simplifiebien compared to classic probing for lower values pof
scenario compared to the way in which a fully operational cdhe maximum reduction is 84% when= 0, implying pure
operative topology discovery protocol might function, athis forwards probing.
to say with all of the monitors probing and communicating in As opposed to destination redundancy, th& gfrcentile
parallel (see Sec. V). However, we feel that the scenariwvall gross router interface redundancy decreases witfihe 93"
greater realism in the study of intra-monitor redundandye T percentile for the internal interface gross redundancygiiie
typical monitor in a large, highly distributed infrastruog will  classic approach is 1,340. Doubletree thus allows a resfucti
begin its probing in a situation in which much of the topologyetween 59.6%p(= 0) and 72.6% g = 1).
has already been discovered by other monitors. The closesthis preliminary analysis suggests that Doubletree should
we can get to simulating the experience of such a monitorésploy a low value forp, certainly below 0.5, in order to
by studying what happens to the last in our random sequereduce inter-monitor redundancy on destinations. Funtbeg,
of monitors. All Doubletree intra-monitor redundancy ksu the value must not be too low, in order to avoid a negative
are for the last monitor in the sequence. (In contrast, ttex-in impact on router interfaces.
monitor redundancy for one monitor is not dependent on whatFig. 7 compares Doubletree to skitter in terms of coverage
happens at other monitors.) accuracy (nodes and links) and quantity of probes sent. &n th

Since the valuep has a direct effect on the redundancyorizontal axis, we vary the probabilify On the vertical axis,
of destination interfaces, we initially look at the effedt @ we show the performance of Doubletree. A value of 1.0 would
separately on destination redundancy and on router icterfanean that Doubletree performs exactly the same as skitter.
redundancy. We are most concerned about destination redunconsidering first the coverage (the two upper curves), we
dancy because of its tendency to appear like a DDoS attaske that it increases witlph until reaching the maximum
and we are concerned in particular with the inter-monit@overage approximately when= 0.7: Doubletree discovers
redundancy on these destinations, because a variety afeuB2.9% of links and 98.1% of nodes. The minimum coverage
is a prime indicator of such an attack. The right-side vatticappears whemp = 0: 76.8% of links and 89.3% of nodes.
axis of Fig. 6 displays destination redundancy. With regardHowever, link coverage grows rapidly fgrvalues betweeg
router interface redundancy, which is displayed on the lefind0.4. After that point, a kind of plateau is reached, before
side vertical axis, we are concerned with overall load, amd a small decrease. These two curves suggest that a Doubletree
we consider a combined intra- and inter-monitor redundanaoyonitor should employ a high value for, certainly around
measure that we caliross redundancy, defined as the total 0.7 in order to maximize its coverage accuracy.
number of visits to an interface by all monitors. For both Regarding now the quantity of probes sent (the lower curve),
destinations and router interfaces, we are concerned hith tve can see that Doubletree allows a reduction between 40.3%
extreme values, so we consider thé"g&ercentile. (p = 0) and 75.8% % = 0.13). As opposed to the coverage,

We see that the inter-monitor redundancy increases withis curve suggest that a monitor should employ a low non
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‘ ‘ ‘ ‘ i Doubletree, which collects less data.

W To evaluate the probe cost, we give a weight to each probe

that corresponds to the sum of the IP and UDP header lengths.
0.8 - We multiply this weight by the number of probes sent into
the network by each system. Fig. 8 indicates that skitter has
a probe cost of 1,667.37 MB. For Doubletree, the probe cost
eeee nodes oscillates between 996.49 MB & 0) and 403.25 MB g =
" 'r;'r‘::es sent 13). Using Doubletree allows one to have a probe cost between
40.3% and 75.8% less than skitter.

Concerning the stop set cost, we consider the global stop
set as a list of bit strings, each string being 64 bits (two IP
addresses) long. We do not consider any possible compnessio
of the global stop set, such as that suggested by authorssof th

‘ ‘ ‘ ‘ ‘ paper [22], which would further favor Doubletree. In Fig. 8,
0.2 0.4 p 0.6 0.8 10 we see that the stop set cost is negligible compared to the
probe cost. It oscillates between 70.33 MB= 0) and 12.51
MB (p = 0.5).
Fig. 7. Doubletree in comparison to skitter regarding thell@f coverage When putting both costs together, we see that the total
and the probes sent oscillates for Doubletree between 1,066.82 MB=¢ 0) and
418.03 MB { = 0.15). The reduction compared to skitter is
between 46.02% and 74.93%.
—_ skitter- probe cost Therefore, although Doubletree requires communicatien be
1800- B DT-stopsetcost tween monitors, it does not increase the overall commuicat
[ DT - probe cost H
cost, and, rather, strongly reduces it.
Based on Figs. 6, 7 and 8, we suggest choosipgvalue
1400- : belonging to the range [0.05, 0.2], which allows a compro-
mise between coverage accuracy, redundancy reduction, and
1200- : communication cost. In this range, coverage is relativégih
redundancy can be strongly reduced, and communicatios cost
remain relatively low.

Further details, specifically with respect to the intra- and
inter-monitor redundancy metrics (see Sec. lll) fo 0.05,
are to be found in our BMETRICS paper [17, Sec. 3.3].
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This section describes the deployed version of Doubletree.
The Java code for this prototype is freely available onl2® [
Fig. 8. Doubletree in comparison to skitter regarding the comioamtion This section also describes the results of initial runs of
cost Doubletree in a real environment. We compare its performanc
to a classic probing system modeled on skitter.

zero value forp. )
Fig. 8 compares Doubletree and skitter regarding the coff- Prototype Design
munication cost. By communication cost, we mean the amountThe simulations described earlier in this paper were based
of data sent by the system in the network. It includes tten a simple probing system: each monitor in turn works
probes sent for the traceroutargbe cost) as well as the data through the destination list, adds to the global stop set the
exchanged by monitorstpp set cost). On the horizontal axis, (interface, destination) pairs that it encounters, and passes
we vary the probabilityp. The vertical axis gives the quantitythe augmented set to the subsequent monitor.
of megabytes sent into the network. This simple scenario is not suitable in practice: it is tawmsl
The vertical line indicates the quantity of megabytes sgnt las an iterative approach allows only one monitor to probe the
all skitter monitors. They only send probes into the networketwork at a given time. We want all the monitors probing in
For Doubletree, each bar is divided into two parts: the lowgarallel. However, how would one manage the global stop set
part (in gray) shows the probe cost (in MB) and the upper paftit were being updated by all the monitors at the same time?
(in black) the stop set cost (in MB). The sum of both parts An easy way to parallelize is to divide the destination list
gives the total communication cost required by Doubletremto severakliding windows. At a given time, a given monitor
We do not take into account the cost of data repatriation tocuses on its own window, as shown in Fig. 9. There is
a centralized server after probing. This cost is incurred mo collision between monitors, in the sense that each one is
both skitter and Doubletree, and the comparison would faviilting in its own part of the global stop set. The entire syste



Sliding Window 1 . . . . .
As described earlier in this paper, security concerns are
&j paramount in our approach to active probing. It is important
Monitor 1 to not trigger alarms inside the network with our probesslt i
ﬁ also important to avoid burdening the network and destnati
hosts. It follows from this that the deployment of a coopieeat

active probing tool must be done carefully, proceeding step

by step, from an initial small size, up to larger scales. Note

that this behavior is strongly recommended [25, Pg. 5] by
Monitor 4 ﬁ B Monitor 2 PlanetLab.

Our initial prototype was therefore deployed to omly =
[ﬂ:m 5 PlanetLab nodes. We selected five nodes based on their

Sliding Window 4 Sliding Window 2 relatively high stability (i.e., remaining up and connefte

and their relatively low load. By coincidence, all five nodes

are located in Europe: France, England, Denmark, Spain and

Monitor 3 Germany. In future, we will wish to deploy with greater
geographic diversity. However, even with this small number
” of stable and lightly-loaded nodes, we found it difficult tor
Sliding Window 3 even a single experiment to completion. Node failure in the
midst of an experiment was common, and stable but more
Fig. 9. Doubletree with sliding windows heavily loaded nodes lead to prohibitively lengthy run me

Over the course of two weeks, we succeeded in bringing only
: - . ) two runs to completion.
countsm d|fferen_t sliding windows, wh_ere_z is the numb_er of  For comparison to Doubletree, we implemented a classic
poubk_etree monitors. If there aredestinations, each W'”dOWtracerouting system, based on skitter, labesiiter-like in
Is Of sizew = n/m. . _ , the rest of the paper.
A sliding window mechanism requires us to decide on a Both the Doubletree module and the skitter-like module

step size by which to advance the window. We could uses@n three probes for each TTL value, as standard traceroute
step size of a single destination. After probing that desim, 4 oo
a Doubletree monitor sends a small set of pairs correspgndin The destination list consists of — 500 PlanetLab nodes
to that destination to the next monitor, as its contributimthe Restricting ourselves to PlanetLab nodes was motivated by
global stop set. It advances its window past this destinatiq e rity concerns. By avoiding tracing outside the PlaaietL
and p;oceeds.”to the nelxt. destlnatlofn. Clearly_, thpugh, @ ksF?etwork, we avoid disturbing end-systems that do not wekcom
?ze 0 One‘I\INI be costly in terms o comlmunlcatlorll. Pac %riobe traffic. None of the five PlanetLab monitors belongs to
eaders wi _not be ar_no_rtlzed Over a farge pay oad, aifl gestination list. This was done to remain consistertt wit
the payload itself, consisting of a small set, will not be agyers approach, which is to probe outwards to a set of
sugcepﬂble tﬁ co?prgssmn as a larger S?t Wo‘?]ld b‘?- ¢ destinations that does not include the monitors themsefires
on t e other hand, a ste.p size equa.to the Siz€ 0 ure, we would want to probe between monitors in addition
window itself poses other risks. Supposing a monitor hz—l)é this outwards probing.) The window size of = n/m
completed probing each destination in its window, and hat S€onsists of 100 destinations. The step sizewg, is 20
the resulting subset of the global stop set on to the follgwin Some routers along the paths may be poorly configured and
monitor. It then might be in a situation where it must wait fOFepIy with a not well-formatted ICMP message. We choose
the prior monitor to terminate its window before it can do any," .o .04 these routers as non-responding Améng the whole
further useful work. set of probes sent (considering the Doubletree and skiteer-

.A compromise rr(;ust bg reacr|1ed, betlween IOV\r/]ermg .C;nmn}‘ﬁbdules), only 0.00101% (first run) and 0.00096% (the second
hications costs_an cpntmuous Y supplying eac moniton wiy, ) of replies came back with formatting problems.
useful work. This implies a step size somewhere between 1 an he application was run twice on the PlanetLab nodes

w. For our implementation of Doubletree, we have arbitrariIMetWeen Dec. 36 and Dec. 3% 2005. For the Doubletree
chosen a step size af/5. Unfortunately, this did not eliminate module we u.se 2 value ofb 05’ |
blocking situations. When the system was run, one Doubletreel.he éxperiment stops when both modules have probed all

monitor wayted a .cumula_ttlve 25 minutes, over the f'V? hou{ﬁe destinations. Doubletree, as it sends fewer probeshédi
total experiment time, without useful work to do. Tuning th?he first

step size parameter is a subject for further evaluation.
Interested readers might find further information about our

prototype in a technical report [24]. C. Experiment Results
) During our experiment a total of 186,936 probes were sent
B. Experiment Methodology for the first run and 186,663 for the second. As shown in

We deployed the Doubletree prototype on the PlanetLab [Féble I, the Doubletree module reduces the probe traffic by
testbed. 67.91% for run 1 and 67.87% for run 2. This is less good than



| Skitter-like  Doubletree

balancing). When a Doubletree monitor encounters either an

run 1| 141525 45,411
run2 | 141,273 45,390 interface (local stop set) or arfinterface, destination) pair
(global stop set), it assumes that the rest of the path tooite r
TABLE | of the tree is already known and does not change. In practice,
QUANTITY OF PROBES SENT paths are dynamic.

Second, as shown in Table I, the skitter-like module sends
many more probes than Doubletree. When considering this

S| IS\D] | |D| |D\S] | [SND] . . - : N
| nodes| 2.209 110 | 2.141 42 2.099 difference in scale, combining with route dynamics, it isyea
n links | 2799 495 | 2496 192 2.304 to understand that the skitter-like module has the potetdia
nodes| 2228 119 | 2.149 40 2.109 i i

un2 e | 5g0s 04 | 25521 200 5991 dlsco.ver.more nod_es and links. . . .

Third, if we consider that the experiment terminates at time
TABLE I T, then Doubletree ends probing at approximately tifiye.

NODES AND LINKS DISCOVERED As the skitter-like module probes the network over a longer

time frame than Doubletree, it is normal that it is able to
capture network changes occurring during this additioinaé t
How would Doubletree behave in an experiment in which
in our simulations (see Sec. IV-B) where, for the sanmlue,  the skitter-like and Doubletree modules send exactly theesa
the reduction was on the order of 74.19%. However, the @S%antity of probes over the same time frame? That is, a||9W|n
are remarkably close for an experiment that is conducted apgubletree to recycle through its destination list aftehats
much different scale than the simulations (one fifth the neimbgcompleted the first round. Would Doubletree discover theesam
of monitors, and one hundredth the number of destinationsh\umber of nodes and links as the skitter-like module; more;
The principal measure of performance for a probing systesh fewer? These questions are the subject of ongoing work.
is the extent to which it discovers what it should. Unfortu-
nately, without an exact knowledge of the complete topology
(if such a thing can be said to exist), it is difficult to evakia
that performance. However, we can compare the modules tdThis paper addresses an area, efficient measurement of the
each other. overall internet topology, in which very little related vkonas
Let S be the set of information gathered by the skitter-likbeen done. This is in contrast to the number of papers on effi-
module. Similarly, letD be the set of information gathered bycient monitoring of networks that are in a single administea
the Doubletree module. By information, we mean nodes (i.domain (see for instance, Bejerano and Rastogi’'s work [26])
interfaces) or links. Table Il shows the cardinality of thesThe two problems are extremely different. An administrator
sets, their intersections, and their differences. knows their entire network topology in advance, and can
Looking first at the cardinality of the sets (colums§ and freely choose where to place their monitors. Neither of éhes
|D]), we find that the skitter-like module discovers more linkassumptions hold for measuring the internet with @home-
and nodes than Doubletree. This was already suggested by siyte monitors. Since the existing literature is based uhese
simulations where we showed that Doubletree was unableassumptions, we need to look elsewhere for solutions.
reach the same coverage level as skitter (see Sec. IV-B).  Some prior work has addressed strategies for tracing routes
Considering now the intersection of both sets (columin the internet. Govindan and Tangmunarunkit [27] employ
|S N DJ), we see that the modules discover much informatidmackwards probing with a stopping rule in thdercator
in common. Compared to the skitter-like module, Doubletregystem, in order to reduce intra-monitor redundancy. Hewnev
is able to discover 95.02% (94.65% for the second run) ob results have been published regarding the efficacy of this
nodes and 82.31% (82.15% for the second run) of links. Thapproach. Nor have the effects on inter-monitor redundancy
confirms our simulations in which, for the samevalue, been considered, or the tension between reducing the tves typ
Doubletree was able to discover 92.43% of the nodes aofiredundancy (for instance, Mercator tries to start prglah
82.31% of the links. the destination, or as close to it as possible, which, as we ha
A look at the set differences (column§ \ D| and |D \ seen, is highly deleterious to inter-monitor redundancy).
S|), shows that both the skitter-like module and Doubletree Rocketfuel [28] is a tool for mapping router-level ISP topolo-
discover information that is not discovered by the othegies. For reducing the number of measurements required,
Doubletree’s unique discoveries are approximately fiveesimRocketfuel makes use afigress reduction and egress reduc-
fewer than the skitter-like monitor’s. But they are not zerdion heuristics. Ingress reduction is based on the observation
as they were in the simulation. Only an experiment in thiat probes to a destination from multiple monitors may con-
real world could reveal the extent to which Doubletree woulgerge and enter a target ISP at the same node. Egress reductio
discover things that skitter did not. is based on the observation that probes to multiple destiteat
Unique discoveries can be explained by three related obsaray leave the target ISP at the same node. The ingress and
vations. First, some of the skitter-like monitor's uniqusabv- egress reduction heuristics are similar to Doubletreeisdiods
eries are attributable to the the application of the stopldgs and backwards stopping rules. However, Rocketfuel apjies
prevents a Doubletree monitor from exploring some pathts tHeeuristics exclusively at the boundaries of ISPs, and soatd
have changed (due, for instance, to routing dynamics or loadt take advantage of the redundancy reductions that might b

V1. RELATED WORK
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found by paths that converge within an ISP. Doubletree resluc In order to scale up classic approaches such as skitter,
redundancy starting at the point of convergence, wherewge have proposed Doubletree, an algorithm that signifigantl
that might be found. Nor does Rocketfuel employ backwardsduces the duplication of effort while discovering nedHg
probing; all of its probes are presumably forwards. In castir same set of nodes and links. Doubletree simultaneouslysmeet
Doubletree employs both, and our work explicitly examinebe conflicting demands of reducing intra- and inter-manito
the tradeoffs between the two types of probing, in terms ofdundancy. We describe how to tune a single parameter
coverage and overhead. Furthermore, the Rocketfuel wddk Doubletree in order to obtain an a trade-off between
assumes a centralized controller, and so it does not cansicdedundancy and coverage, and we find operating points at
how the information regarding where to stop probing could hehich it is possible to strongly reduce one while maintagnin
efficiently encoded for exchange between monitors. In Dothe other.
bletree, this is done through the global stop set for forward For a range ofp values, Doubletree is able to reduce
probing, encoded as a series(biterface, destination) pairs. measurement load by approximately 76% while maintaining
Scriptroute [6]'s Reverse Path Tree (RPT) discovery tool is interface and link coverage above 90%.
used to avoid overloading the network when multiple mositor We also describe a prototype Doubletree imp]ementation
probe towards a given destination. A reverse path tree isaad present preliminary results from two runs on the Plaai®tL
destination-rooted tree, of the sort that we describe i8 thestbed. These initial results are consistent with theaperf
paper, i.e., a tree formed by routes converging from a set @ance expectations formed by the simulation results. EBurth
monitors on a given destination. The RPT tool avoids retigiCi experiments are necessary, though difficult to carry out.
paths by embedded a list of previously observed IP addressesnis paper represents the first step towards a highly dis-
in the script that directs the measurements. A given monit@lyyted tracerouting system. Elsewhere [22], we have pro-
stops probing when it reaches a part of the tree that Ng§sed extensions to this work: reducing the communication
already been mapped. Scriptroute thus can avoid intertmonicost of sharing the global stop set through the use of Bloom
redundancy, as Doubletree does. However, as with Rocketfuiters, and reducing the load on destinations via techrsique
Scriptroute assumes a centralized controller, and so dQ&§ capping and clustering. In other work [34] we evaluaie a
not consider how stopping information might be efficientiyqdress prefix based stopping rule.
codepi for shgrmg between monitors. No.r.(_joes Scriptrouté\ne show in this paper that Doubletree can save time by
cons.lder' monltor-rooted. trges, or thg possibility of baam avoiding duplication of effort between monitors. Therefor
probing in order to avoid intra-monitor redundancy. Withouy, \pletree should be able to probe the network more fre-
the possibility of backwards probing, Scriptroute is noteab o ety \We believe that this could make it possible to bette
to trade off intra-monitor redundancy against inter-monit .,y re the network dynamics that result from routing cleang
redundancy. Doubletree allows this tradeoff, and evatudte 504 |oad balancing. Future work might reveal the extent
) A nqmber of papers have ?Xam'”ed the tradeoffs |nvolv%i which Doubletree is helpful in capturing such network
in varying the number of monitors used for topological eXplochanges.
ration of the internet. Barford et al. [29] found a low mamin
utility for added monitors for the purpose of discoveringO

certain network characteristics, implying that a small bem IP level may fruitfully make use of information from higher
of monitors should be sufficient. However, Lakhina et al] [1qevels such as the AS-level

found that the marginal utility depends upon the parametersFinall we plan to work on an overlay or peer-to-peer
under study, and that small humbers of monitors could lead Y P y P P

to biased estimates. These biases have been further stn;dieﬁyStem for managing the interaction between Doubletree-mon
Clauset and Moore [30], Petermann and De Los Rios [31], and >

Dall'Asta et al. [32]. Guillaume and Latapy [33] have extedd

these studies to include the tradeoff between the number of ACKNOWLEDGEMENTS

monitors and the number of destinations. This more recent

work implies that there may be real benefit to increasing theWithout the skitter data provided by kc claffy and her team
number of monitors, though in the absence of knowledge af Caipa, the simulations would not have been possible. In
the true topology of the internet, the scale of such benefitidition, part of Mr. Donnet's work was supported by an

We are also working on a BGP-guided topology discovery
ol. We think that a topology discovery algorithm at the

remains to be determined. internship at @IDA, under the direction of Brad Huffaker.
Mr. Donnet's work was partially funded by the network of
VII. CONCLUSION excellence E-NEXT through the SATIN grant. Marc Giusti and

In this paper, we quantify the amount of redundancy ihis team at the Centre de Calcul MEDICIS, Laboratoire STIX,
classic internet topology discovery approaches by takiig i Ecole Polytechnique, offered us access to their computing
account the perspective of a single monitor (intra-mohitocluster, allowing faster and easier simulations. Finale
and that of an entire system (inter-monitor). In the intraare indebted to our colleagues in the Networks and Per-
monitor case, we find that interfaces close to the monitdesufformance Analysis group at LiP6, headed by Serge Fdida,
from a high number of repeat visits. Concerning inter-mamit and to our partners in the traceroute@home projecté Jos
redundancy, we see that a large portion of interfaces aitedis Ignacio Alvarez-Hamelin, Alain Barrat, Matthieu Latapyda
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