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ABSTRACT
The problem of Learning from Label Proportions (LLP) has received
considerable research attention and has numerous practical applica-
tions. In LLP, a hypothesis assigning labels to items is learned using
knowledge of only the proportion of labels found in predefined
groups, called bags. While a number of algorithmic approaches
to learning in this context have been proposed, very little work
has addressed the model selection problem for LLP. Nonetheless,
it is not obvious how to extend straightforward model selection
approaches to LLP, in part because of the lack of item labels. More
fundamentally, we argue that a careful approach to model selection
for LLP requires consideration of the dependence structure that
exists between bags, items, and labels. In this paper we formalize
this structure and show how it affects model selection. We show
how this leads to improved methods of model selection that we
demonstrate outperform the state of the art over a wide range of
datasets and LLP algorithms.
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1 INTRODUCTION
The problem of Learning from Label Proportions (LLP) seeks to
build a classifier 𝑓 : X ↦→ Y that maps itemsX ∈ X to labels𝑌 ∈ Y.
However, unlike the standard supervised learning problem, in LLP
the data available for learning 𝑓 does not consist of (X, 𝑌 ) pairs.
Rather, what is available is an assignment of each item to a group
(called a ‘bag’), and knowledge of the proportion of positive labels
among the items in each bag.
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The LLP problem has received considerable research attention
and has numerous practical applications. For example, it has been
used to generate fine-grained predictions of public opinion [7], to
aid in embryo selection during assisted reproduction [13], as a tool
in industrial quality control [42], and to infer the demographics of
Twitter users [2].

However, althoughmany algorithms for LLP have been proposed
(see §3), the problem of hyperparameter setting, ie model selection,
has rarely been addressed (to our knowledge, the only work de-
voted to hyperparameter selection in LLP is [12]). This is surprising,
because it is not obvious how to extend standard hyperparameter
selection strategies to use with LLP algorithms. In particular, stan-
dard approaches to hyperparameter selection involve holding out a
portion of the labeled data to test generalization ability. However,
in the LLP problem, data items are not individually labelled, and so
held-out data can have unknown properties.

In this paper we take a close look at the challenge of model
selection in LLP. We argue that to put model selection on firm
ground, it is necessary to consider aspects of the LLP problem that
have typically been overlooked in prior work. In particular, we show
that model selection is strongly affected by dependence relations
between bags (𝐵), item features (X), and labels (𝑌 ). In other words,
while the standard supervised learning problem involves only the
dependence of labels on features, the LLP problem additionally
involves a large set of additional potential dependence relationships
between features, labels, and bags.

Hence, the first contribution of this work is to introduce a tax-
onomy of LLP problem variants. Our taxonomy is based on the
dependence and conditional dependence present between 𝐵, X, and
𝑌 . We show that prior work has rarely considered the impacts of
such dependence relations in LLP, and no prior work has dealt
with LLP variants in a systematic way. This new taxonomy of LLP
variants provides a framework for classifying LLP problems, for
defining LLP benchmarking strategies, and for guiding model se-
lection when presented with a new LLP problem instance.

Our second contribution is to demonstrate the value of our LLP
taxonomy by using it to derive new LLP model selection strategies.
Understanding model selection in LLP is important, because all
algorithms proposed to date for solving LLP incorporate hyperpa-
rameters. However, very rarely in the literature has the method of
hyperparameter selection been precisely stated, which is problem-
atic. For example, we show through extensive experiments that a
givenmodel on a given dataset will typically have radically different
generalization ability depending on the method used for holding
out data during model selection.

Finally, we evaluate our newmodel selection strategies and show
their superiority over the state of the art (ie, [12]). Our experiments
study performance across over 100 LLP test cases (encompassing 4
LLP problem variants) to which we apply 3 LLP algorithms, each
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using 4 model selection strategies. In all we report the results of
954 distinct experiments, which are each repeated several times
to enable comparisons with statistical significance. Our results
show that the new LLP model selection strategies derived from
our taxonomy are superior to the state of the art in 90% of the
statistically distinguishable cases. Furthermore, our results show
that understanding the LLP variant at hand provides direct insight
into the relative benefit of different model selection strategies, and
so guides their deployment in practice.

2 LLP AND ITS VARIANTS
2.1 Basic Definitions
We consider the LLP problem involving 𝑁 items taken from feature
space X, and 𝐿 ≤ 𝑁 bags. For simplicity, we consider a binary
classification problem, although the taxonomy we will develop
does not depend on this assumption. A problem instance is given
by a set of pairs 𝐷 = {(x𝑖 , 𝑏𝑖 ), 𝑖 = 1, . . . , 𝑁 } and a vector p ∈ [0, 1]𝐿 ,
with x𝑖 ∈ X and 𝑏𝑖 ∈ {1, . . . , 𝐿}. To define p, we assume that each
x𝑖 is associated to an (unknown) label 𝑦𝑖 ∈ {0, 1}. Then

𝑝ℓ =
|{𝑖 | 𝑏𝑖 = ℓ,𝑦𝑖 = 1}|
|{𝑖 | 𝑏𝑖 = ℓ}|

.

In other words, 𝑝ℓ is the proportion of 1’s in bag ℓ .
The challenge posed by LLP is that the vector p is known, but

the individual labels {𝑦𝑖 } are not. Despite the lack of individual
labels, the goal of LLP is to accurately infer a classification function
assigning labels to items. We note that in the standard formulation
of LLP, the bag of an item 𝑏𝑖 is not an input to the classification
function.

We assume a general model for data generation. In particular, the
{(x𝑖 , 𝑦𝑖 , 𝑏𝑖 ), 𝑖 = 1, . . . , 𝑁 } are i.i.d. observations of a random vec-
tor (X, 𝑌 , 𝐵) with distribution 𝑃X,𝑌 ,𝐵 (x, 𝑦, 𝑏). We will be concerned
with independence relations between X, 𝑌 , and 𝐵; we denote inde-
pendence of random variables 𝑃 and𝑄 as 𝑃⊥⊥𝑄 , and independence
of 𝑃 and 𝑄 given𝑊 as 𝑃⊥⊥𝑄 |𝑊 .

We note that our generative model allows for any logically pos-
sible dependence relationships between X, 𝑌 , and 𝐵. However, in
what follows, we often assume that 𝑌 ⊥̸⊥X, as independence of X
and 𝑌 would make the learning problem uninteresting.

2.2 Taxonomizing LLP
Our starting point is to observe that when bags are brought into the
dependence picture, a large number of cases arise. We can consider
the variety of possible dependence structures using the following
tableau:

X⊥⊥𝑌? X⊥⊥𝐵? 𝑌 ⊥⊥𝐵?
X⊥⊥𝑌 | 𝐵? X⊥⊥𝐵 |𝑌? 𝑌 ⊥⊥𝐵 |X?

One may answer these six dependence questions in 64 possible
ways. However, not all 64 are logically consistent; as it happens,
there are 18 logically consistent cases, which can be derived from
basic properties of conditional dependence [8].1 Of the 18 consistent
cases, in 8 cases we have that X is independent of 𝑌 . As mentioned
1Two facts serve to reduce the 64 combinations to the 18 logically possible: (a) 𝑋 ⊥⊥
𝑌 | 𝑍, 𝑋 ⊥⊥𝑍 | 𝑌 → 𝑋 ⊥⊥𝑌, 𝑋 ⊥⊥𝑍 (as long as joint distributions are everywhere
positive) and (b) 𝑋 ⊥⊥ 𝑌 | 𝑍, 𝑋 ⊥̸⊥ 𝑍 | 𝑌 → 𝑋 ⊥̸⊥ 𝑍 . Derivations are given in the
Appendix.

above, we consider cases in which X⊥⊥𝑌 as uninteresting from a
learning perspective and so leave them outside the scope of our
subsequent analysis.

The remaining 10 cases represent consistent and potentially
interesting settings in which LLP problems may arise. To aid in
interpreting these cases, we seek generative models that can give
rise to the dependence structures. For this purpose, we turn to the
framework of directed graphical models (DGMs) [14]. A directed
graphical model expresses how a joint distribution may be factored
in terms of marginal and conditional probabilities. As such, a DGM
involving X, 𝑌 , and 𝐵 implies a particular dependence structure
among the variables and can be used as a tool for understanding
how particular dependence structures may arise.

As an example, consider the tableau:

X ⊥̸⊥𝑌 X⊥⊥𝐵 𝑌 ⊥⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X⊥⊥𝐵 |𝑌 𝑌 ⊥⊥𝐵 |X

This dependence structure arises in two possible DGMs:

X 𝑌

𝐵

X 𝑌

𝐵

Using these DGMs, it is easy to understand this case as the setting
in which items are assigned to bags at random. The fact that the two
DGMs are different illustrates that different generative processes
may give rise to the same dependence structure, and so aids in
analysis.

There exist dependence structures that are not implied by any
DGM. To see the reason for this, consider the DGM:

X 𝑌

𝐵

One implication of this DGM is that, in general, 𝑌 ⊥̸⊥𝐵. However it
is possible for a DGM with this structure to result in 𝑌 ⊥⊥𝐵 in spe-
cial cases. For example, if 𝑌 and 𝐵 are based on orthogonal features
of X, or depend on orthogonal regions of the support of X, then
𝑌 will be independent of 𝐵.2 But because this is a special case, we
must in general conclude that 𝑌 ⊥̸⊥𝐵. Hence the following depen-
dence structure, while logically consistent and therefore possible,
represents a special case that is not expected to occur in practice:

X ⊥̸⊥𝑌 X ⊥̸⊥𝐵 𝑌 ⊥⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X ⊥̸⊥𝐵 |𝑌 𝑌 ⊥⊥𝐵 |X

Direct enumeration shows that there are 25 possible directed
graphical models involving X, 𝑌 , and 𝐵. These 25 DGMs imply (in
their general forms) 7 out of the 10 logically consistent dependence
structures.

Putting all the facts above together, we can form a complete
taxonomy of LLP problems. This taxonomy is shown in Table 1.
The Table shows all the logically consistent dependence structures
that may arise in LLP problems, which we call LLP variants. For
interpretive purposes, it additionally exhibits any directed graphical
models that can give rise to each variant. The variants that can arise

2See, eg., https://terrytao.wordpress.com/2014/06/05/when-is-correlation-transitive/
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Table 1: Taxonomy of LLP Variants.

Dependence Structure DGMs
Uninteresting 6
X⊥⊥𝑌 (8 Cases) (not shown)
Naive LLP

X ⊥̸⊥𝑌 X⊥⊥𝐵 𝑌 ⊥⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X⊥⊥𝐵 | 𝑌 𝑌 ⊥⊥𝐵 | X

X 𝑌

𝐵

X 𝑌

𝐵

X ⊥̸⊥𝑌 X⊥⊥𝐵 𝑌 ⊥⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X ⊥̸⊥𝐵 | 𝑌 𝑌 ⊥̸⊥𝐵 | X

X ⊥̸⊥𝑌 X⊥⊥𝐵 𝑌 ⊥̸⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X⊥⊥𝐵 | 𝑌 𝑌 ⊥̸⊥𝐵 | X

Label Collider
X ⊥̸⊥𝑌 X⊥⊥𝐵 𝑌 ⊥̸⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X ⊥̸⊥𝐵 | 𝑌 𝑌 ⊥̸⊥𝐵 | X

X 𝑌

𝐵

X ⊥̸⊥𝑌 X ⊥̸⊥𝐵 𝑌 ⊥⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X ⊥̸⊥𝐵 | 𝑌 𝑌 ⊥⊥𝐵 | X

Feature Collider
X ⊥̸⊥𝑌 X ⊥̸⊥𝐵 𝑌 ⊥⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X ⊥̸⊥𝐵 | 𝑌 𝑌 ⊥̸⊥𝐵 | X

X 𝑌

𝐵

Cross-Bag LLP
X ⊥̸⊥𝑌 X ⊥̸⊥𝐵 𝑌 ⊥̸⊥𝐵
X⊥⊥𝑌 | 𝐵 X ⊥̸⊥𝐵 | 𝑌 𝑌 ⊥̸⊥𝐵 | X

X 𝑌

𝐵

X 𝑌

𝐵

X 𝑌

𝐵

Simple LLP
X ⊥̸⊥𝑌 X ⊥̸⊥𝐵 𝑌 ⊥̸⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X⊥⊥𝐵 | 𝑌 𝑌 ⊥̸⊥𝐵 | X

X 𝑌

𝐵

X 𝑌

𝐵

X 𝑌

𝐵

Intermediate LLP
X ⊥̸⊥𝑌 X ⊥̸⊥𝐵 𝑌 ⊥̸⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X ⊥̸⊥𝐵 | 𝑌 𝑌 ⊥⊥𝐵 | X

X 𝑌

𝐵

X 𝑌

𝐵

X 𝑌

𝐵

Hard LLP
X ⊥̸⊥𝑌 X ⊥̸⊥𝐵 𝑌 ⊥̸⊥𝐵
X ⊥̸⊥𝑌 | 𝐵 X ⊥̸⊥𝐵 | 𝑌 𝑌 ⊥̸⊥𝐵 | X

X 𝑌

𝐵

X 𝑌

𝐵

X 𝑌

𝐵

X 𝑌

𝐵

X 𝑌

𝐵

X 𝑌

𝐵

from a directed graphical model (in the most general interpretation)
are given names that we use for discussion in what follows. As
mentioned in the previous paragraphs, the cases where no DGM
(in its most general interpretation) implies a particular dependence
structure are special cases that are not expected to occur often in
practice; as a result we do not name them nor treat them further
in the following. For example, the special case discussed above
appears as the sixth row in the Table.

3 PRIORWORK
We now examine prior work on LLP in light of the problem tax-
onomy laid out in the previous section. We make two main obser-
vations. First, we observe that prior work has rarely considered
the existence or nature of dependence relationships between X, 𝑌 ,
and 𝐵. However, much prior work has involved settings in which
non-trivial dependence relationships are nonetheless present in
experimental data. Second, we observe that prior work has rarely
discussed specifics of model selection for the LLP problem. In those
cases where model selection procedures are clearly specified, we
find that those procedures seem to be based on critical, unstated
assumptions about the dependence structure of the problem. These

two observations are important because, as we will show in sub-
sequent sections, the dependence structure of the LLP variant at
hand has a significant impact on the relative success of different
model selection procedures.

3.1 Data Used in Prior Studies
We can distinguish three classes of data used in prior studies. First,
synthetic data is data generated manually or by sampling standard
distributions. Data features X, labels 𝑌 , and assignments to bags 𝐵
are manually determined. Second, semi-synthetic data is real-world
data (typically a standard machine learning dataset) that starts with
pre-existing data items (X, 𝑌 ) and assigns them to bags 𝐵 via some
synthetic, deterministic, or probabilistic process. Third, organic
datasets are data in which data items and bag proportions both arise
through the measurement of some real-world properties. In the
organic case, true labels𝑌 may not be known. For example, a typical
organic dataset consists of individual-level demographic data (for
features X) combined with opinion polling which defines bags 𝐵
(geographic regions) and proportions p (poll results). Note that in
the papers reviewed below, there is rarely, if ever, any discussion
of dependence or correlation between data items, labels, and bags.
Synthetic. A few studies use purely synthetic datasets; these are
usually small, and are usually used along with other kinds of
datasets [21, 24, 26, 28, 45]. Bags and proportions in these datasets
are defined by the authors in order to highlight what they would
like to show. As such, a wide range of dependence structures exists
in these datasets.
Semi-synthetic. The vast majority of studies use semi-synthetic
data. These approaches start with pre-existing data without bag
assignments; often, these are from the UCI3 or LibSVM4 collec-
tions [4–6, 12, 24, 28, 29, 31, 32, 34–36, 38, 40, 45, 47, 48], other
pre-existing collections [1, 19, 22, 26, 27, 30, 35, 44], or from image
classification datasets [3, 4, 9, 16, 18–21, 28, 39–41, 43, 46, 47]. By
assigning bags to these pre-existing items a classification dataset is
turned into an LLP problem instance.

The most common approach to create bags from pre-existing
data is to partition the data items into bags. It is also common that
the sizes of bags in a dataset constructed this way are all equal or
nearly equal. This is how bags are constructed in [3–6, 9, 16, 18–
21, 27–32, 34, 36, 38–41, 43–48]. Often assignments are made to
bags so as to achieve a particular set of bag proportions, e.g. as in
[26, 27]. Partitioning data creates dependence between 𝐵 and (X, 𝑌 ).
When partitions are purely random, the variation of 𝑃 (X, 𝑌 ) across
bags may be small; but in many cases the partitions are chosen to
achieve some properties (eg, a particular proportion profile p) in
which case there is likely a strong dependence between X and 𝐵,
and between 𝑌 and 𝐵.

An exception to the partition approach is taken in [47], which
generates bags in a manner that makes the instances conditionally
independent given the bag. In this approach, a feature is used as
the bag attribute, but items are placed into bags by sampling with
replacement from the set of items having a specific feature value.
However, dependence is still likely to exist between bags and items,
and bags and labels.

3https://archive.ics.uci.edu/ml/datasets.php
4https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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Another approach used to create bags from a pre-existing dataset
is to choose a feature as a bag, and then remove this feature from
the dataset [4, 22, 24, 47]. Alternatively, the clustering algorithm 𝑘-
means was used to assign items to bags in [24, 35, 43]. In both cases
we expect a strong dependence between X and 𝐵, and between 𝑌
and 𝐵.

As can be seen, in most or all of the semi-synthetic datasets, we
expect that X ⊥̸⊥𝐵 and 𝑌 ⊥̸⊥𝐵. It follows that the problem variants
represented lie in the bottom four rows of Table 1, and in many
cases will fall into the ‘Hard’ problem variant.
Organic. Finally, some papers used datasets that fit in the LLP setup
directly. The authors in [7] studied the candidate preference in the
US using Web browsing activity data. Furthermore, [13] studied the
embryo implantation prediction problem using a dataset collected
by the Unit of Assisted Reproduction of the Hospital Donostia, in
Spain. Organic datasets are also standard in the ecological inference
literature, eg, [10]. A more complicated process that also relies on
empirically observed proportions is described in [2].

In all these cases, data is equipped a priori with bags, i.e., these
are natural instances of the LLP problem. As mentioned in [47], in
such cases we expect that (X, 𝑌 ) will not be independent of 𝐵.

3.2 Prior Approaches to LLP Model Selection
As we will show below, different LLP variants suggest differences in
model selection strategies. However, prior work does not in general
discuss model selection in detail.

First, a number of papers do not describe their model selection
methods at all [2, 39], perform no model selection [7, 21, 41], make
an analysis of the relationship between performance and hyperpa-
rameters [16, 18, 19, 22], or state only that they used ‘grid search’
[3, 26, 27], or ‘cross-validation’ [46, 47]. A majority of papers simply
state that they use ‘𝑘-fold’ cross validation [5, 6, 24, 28–30, 32, 34–
36, 38, 40, 44, 45, 48]. However, as we discuss in § 5, in the LLP
setting it is not obvious what is meant by ‘𝑘-fold’ cross validation,
and there are a number of qualitatively different approaches, yield-
ing different results, that fall under the general rubric of ‘𝑘-fold’
cross validation.

As mentioned above, the only previous study that compares
model selection methods for LLP is [12]. That paper considered a
number of strategies for holding out validation data during model
selection. The authors in [12] identified the best performing ap-
proach, in which full bags are allocated among folds to maintain as
well as possible the overall proportion of positive instances in the
entire dataset (𝑃 (𝑌 = 1)). They show that this outperforms a num-
ber of other methods [13, 43] that involve holding out whole bags
as validation data. Accordingly, we compare against this approach
as state of the art in our experiments, where we term it the full bag
𝑘-fold model selection strategy.

In summary, we conclude that the vast majority of prior LLP
studies, in addition to not considering data dependence structure,
also do not provide detail on the model selection strategies used;
and those that do provide detail form validation data using full
bags. In the next section, we will look at the dependence structures
of LLP variants in detail and note the implications of variants for
model selection and for learning strategies.

4 CHARACTERISTICS OF VARIANTS
In this section we examine LLP variants and discuss how their
properties impact learning approaches. For purposes of discussion,
in each case we assume that a problem instance consists of data
that has been drawn from a distribution 𝑃X,𝑌 ,𝐵 that follows the
dependence structure of the variant. When we make reference to
the Bayes optimal classifier for a given bag ℓ , we mean

𝐶
Bayes
ℓ

(𝑥) ≜ argmax
𝑟 ∈{0,1}

𝑃 (𝑌 = 𝑟 |𝑋 = 𝑥, 𝐵 = ℓ).

In what follows, due to space constraints, we do not discuss all
the variants listed in Table 1. Instead, we focus on the four variants
that have strong implications in terms of learning: Naive, Simple,
Intermediate, and Hard. These are the variants that we explore in
our experimental results (§ 6). We provide a brief discussion of the
other variants in the Supplemental Material (SM).

4.1 Naive LLP
In a Naive LLP problem instance (Table 1, 2nd row), the bag of an
item does not depend on the item itself, its label, or any function of
these two. A number of implications follow. First, the Bayes optimal
classifier for a given bag does not depend on the bag. Second, the
proportions 𝑝ℓ across all bags ℓ should be similar (i.e., variations
in 𝑝ℓ should not be statistically significant). Finally, given the last
two points, a model selection strategy that trains the model in one
set of bags and validates using other bags can be appropriate for
selecting proper hyperparameters. That is, full-bag strategies such
as used in [12, 13, 43] could be effective model selection methods.

For example, many prior studies use Naive problem instances
[3–6, 9, 16, 18–21, 27–32, 34, 36, 38–41, 43–48], in which items are
randomly assigned to bags. Using random assignment, we expect
bags (𝐵) to be independent of both features (X) and labels (𝑌 ).

4.2 Simple LLP
As can be seen in the DGMs (Table 1, 9th row), the Simple LLP case
can be thought of as a non-independent assignment of labels to
bags, in which items are correlated with bags, but only through
the labels 𝑌 . For example, among the positive instances there is no
correlation between bag and item, and likewise for the negative
instances.

This has implications for learning and model selection. Unlike
the Naive variant, the proportions 𝑝ℓ may vary significantly across
bags, allowing for additional information that can be used in the
learning process. Additionally, methods that use full bags in model
selection may be ineffective, as the Bayes optimal classifier may be
affected by bag proportions. To see that, consider, for instance, a
case where 𝑝ℓ is close to 1, then the best choice for 𝐶Bayes

ℓ
may be

assigning label 1 to every instance in the bag ℓ regardless of the
instances’ feature values.

An example of Simple LLP occurs when items are assigned to
bags so as to achieve specific proportions in each bag, without any
other consideration. This strategy is used, for example, in [26, 27].

4.3 Intermediate LLP
In Intermediate LLP (Table 1, 10th row), items are associated with
bags in a non-independent fashion. In this variant, the correlation
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between bags and labels is only through the assignment of items
to bags. As such, different bags will ‘see’ significantly different
samples of X – ie, 𝑃 (X | 𝐵 = 𝑏ℓ ) ≠ 𝑃 (X). This implies that models
trained on data taken from a subset of bags may not generalize well
to the entire distribution of X.

As a result, Intermediate LLP is the second case we have con-
sidered so far in which model selection procedures that train on
whole bags are undesirable.

An example of an Intermediate LLP instances occurs when items
are assigned to bags based on features (X), without any other consid-
eration. As an example, [24] uses 𝑘-means clusters as bags, creating
a dependence relationship between the features (X) and the bags
(𝐵).

4.4 Hard LLP
Like Intermediate LLP, in Hard LLP (Table 1, 11th row) item-bag
associations are not independent. As a result, models trained on
data from a subset of bags may not generalize well to the entire
distribution of X.

More generally, Hard LLP represents the only case (other than
Label Collider) in which labels are correlated directly with both
X and 𝐵. This variant therefore implies that the Bayes optimal
classifier for items in one bag is different than the Bayes optimal
classifier for items in another bag.

Thus Hard LLP is challenging because, as discussed in § 2.1,
the standard LLP problem seeks to find a single hypothesis that
accurately assigns a label to an item without knowledge of the
bag of the item. However, in the Hard LLP setting, the best that
can be hoped is to learn a function that interpolates in some sense
between the various classifiers that are optimal for each bag. Put
another way, in the Hard setting it would be desirable to change
the problem definition to include the bag of an item as a feature
input to the classification function – but of course this would no
longer be (standard) LLP.

For example, in a political science study like [7], we expect that
the distribution of types of voters (X) to regions (𝐵) will not be
random, and furthermore that the type of voter (X) that supports a
given candidate (𝑌 ) can vary across regions (𝐵). these relationships
result in an instance of the Hard LLP variant.

4.5 Identifying the LLP Variant
The taxonomy we detail here can be used in a number of ways.

As detailed in § 3.1, the great majority of algorithmic studies of
the LLP problem make use of datasets in which the labels {𝑦𝑖 } are
known. Access to labels is important in validating an LLP learning
method, since accurate prediction of individual labels is the goal in
LLP (§ 2.1). In those settings, the dependence relations between X,
𝑌 and 𝐵 can be empirically tested, and the LLP variant at hand can
be determined. We believe it is important to perform such tests in
studies that use datasets to validate new LLP methods, because of
the implications of dependence structure in data on the information
available to the LLPmethod. Further, as we show in the next section,
the choice of strategies for model selection depends on the LLP
variant at hand.

Complete dataset

Label
0
1

Bag
0
1

full-bag
Training Set

full-bag
Validation Set

split-bag
Training Set

split-bag
Validation Set

Figure 1: Left: An instance of the LLP problem with 𝑁 = 500
(250 elements per bag) and p = [0.6, 0.4]𝑇 . Right: Comparison
of possible training and validation sets when using full-bag
and split-bag strategies.

In studies using ‘organic’ datasets (see § 3.1), where labels are
not available, we still believe that the LLP taxonomy may be fruit-
fully used to understand the nature of an LLP variant at hand. It is
common to reason about potential correlations in data in advance
of analyzing the data (eg, in political science and economics). Fur-
ther, one may posit the existence of causal relationships between
variables that lead to dependence structures among X, 𝐵, and 𝑌 . For
example, as noted above, in the case of a study using polling, one
would expect certain dependence relationships to exist between
voters (X), regions (𝐵) and preference for a given candidate (𝑌 ).

5 NEW APPROACHES TO LLP MODEL
SELECTION

To motivate the new approaches we develop for model selection,
in Figure 1 (left) we show an instance of a difficult LLP problem. In
this example, we have 500 items in two bags, and the dependence
structure is that of Hard LLP (as detailed in § 4.3).

Standard model selection methods dictate that we must obtain
several pairs of training and validation sets from the data, and
use these sets to perform hyperparameter tuning, thus avoiding
overfitting [33]. However, in the LLP problem setting, the question
of how to construct training and validation sets is more complex
than in traditional supervised learning, because of the absence of
labels on items. As discussed in §3, prior work (when it specifies a
strategy) makes use of full-bag strategies. Full-bag strategies retain
some bags to train the classifier and use the others as validation
data. Figure 1 (right) shows why a full-bag strategy may not be a
good idea, in general. More specifically, the Bayes optimal classifier
for bag 0 will not be suitable for bag 1.

Based on the above arguments, we propose a new family of
strategies for model selection in LLP, which we term split-bag.
These strategies allow information from all bags to be present in
both training and validation sets, and we argue they are more
appropriate for general LLP settings. An example of this strategy is
shown in Figure 1 (right) as well.

To make our suggestion concrete, we start from a general strat-
egy for model selection in LLP, (details in Algorithm 1), which
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Algorithm 1: LLP-Model-Selection
Data: Integer 𝐾 ; LLP problem instance, i.e., 𝐷 = { (x𝑖 , 𝑏𝑖 ) }𝑁𝑖=1 and

p; LLP algorithmM, which depends on hyperparameters
vector 𝜃 ; and set of candidate hyperparameters vectors Θ

Result: Best hyperparameters vector
1 (𝐷Tr,1, 𝐷V,1 ) , . . . , (𝐷Tr,𝐾 , 𝐷V,𝐾 ) ← Train-Validation(𝐷,𝐾 )
2 for 𝜃 ∈ Θ do
3 for 𝑘 ← 1 to 𝐾 do
4 𝐶𝑘,𝜃 ←Train a model withM on 𝐷Tr,𝑘 , p, and 𝜃
5 ŷ𝑘,𝜃 ← Use𝐶𝑘,𝜃 to predict labels from instances in 𝐷𝑘,V
6 p̂𝑘,𝜃 ← Compute the predicted bags proportions from ŷ𝑘,𝜃
7 Error𝑘,𝜃 ← Error(p̂𝑘,𝜃 , p)
8 Error𝜃 ← 1

𝐾

∑𝐾
𝑘=1 Error𝑘,𝜃

9 return argmin𝜃 ∈Θ Error𝜃

follows the strategy for model selection commonly used in stan-
dard supervised learning. The first step is to build from the input
data 𝐾 (training, validation) pairs of sets. The next step is, for each
combination of (training, validation) pairs and candidate hyperpa-
rameter settings, to train a classifier using the training data, use
the classifier to predict the labels from instances in the validation
set, and compute the proportion of positive predictions in each bag.
The next step is to compare the estimated and real proportions in
order to measure the classifier’s error. Finally, errors are averaged
across all training-validation pairs to determine the hyperparame-
ters yielding the best model.

It is important to note that splitting bags between training and
validation sets can introduce sampling error. Because per-item
labels are not available, the label proportions in split bags are not
known exactly. Sampling error is a concern when the proportions in
the training or validation sets differ significantly from those of the
original data enough to jeopardize the hyperparameter selection
process. Sampling error probability is reduced as bag sizes grow,
(lessening with the square root of the number of items per bag)
but can not be completely avoided. We return to the question of
sampling error at the end of the paper.

The split-bag strategy raises two important questions. In order
to fully specify model selection methods, one must first determine
how to form training and validation sets from the data (Line 1 in
Algorithm 1), and second determine how to compare the real and
predicted bags proportions (Line 7 in Algorithm 1).

We address the first question in the next three sections, where
we present a family of split-bag strategies for generating training
and validation sets: split-bag 𝐾-fold, split-bag shuffle, and split-bag
bootstrap. With regard to the second question, in this work, we use
the mean absolute error, i.e., given vectors p and p′,

Error(p′, p) = 1
𝐿

𝐿∑︁
ℓ=1
|𝑝′ℓ − 𝑝ℓ |. (1)

Equation (1) exposes a fundamental challenge when approaching
LLP. Since instances’ labels are unknown, cross-validation tech-
niques commonly used for model selection in supervised learning
cannot be used. This is because one cannot compute standard eval-
uation metrics (e.g., accuracy and F-score) over the validation sets.

Algorithm 2: Split-Bag-Shuffle
Data: The set of instances and associated bags, 𝐷 = { (x𝑖 , 𝑏𝑖 ) }𝑁𝑖=1;

an integer 𝐾 ; and 𝛽 ∈ (0, 1) , the ratio between validation
and traning sets sizes

1 for ℓ ← 1 to 𝐿 do
2 𝐵ℓ ← {(x, 𝑏 ) ∈ 𝐷 | 𝑏 = ℓ }
3 for 𝑘 ← 1 to 𝐾 do
4 for ℓ ← 1 to 𝐿 do
5 𝐵ℓ,𝑘 ← random sample, without replacement, of size

𝛽 |𝐵ℓ | from 𝐵ℓ

6 𝐵′
ℓ,𝑘
← 𝐵ℓ \ 𝐵ℓ,𝑘

7 𝐷Tr,𝑘 ←
⋃

1≤ℓ≤𝐿 𝐵
′
ℓ,𝑘

8 𝐷V,𝑘 ←
⋃

1≤ℓ≤𝐿 𝐵ℓ,𝑘

9 return (𝐷Tr,1, 𝐷V,1 ) , . . . , (𝐷Tr,𝐾 , 𝐷V,𝐾 )

Therefore, we follow related work and propose to evaluate mod-
els based on the bags proportions that their predictions yield. Even
though this approach seems a natural choice, it is important to
recognize its limitations. In particular, the correct label assignment
will match the bags proportions, but there may be (many) incorrect
label assignments that nearly match the proportions as well.

Finally, we recognize that there may be more sophisticated ways
to compare the vectors p and p′ than by using Equation (1). For
instance, one may consider for each bag its size, as well as how
far from 1

2 its proportion is. We leave this investigation for future
work.

5.1 Split-bag 𝐾-fold
The idea of split-bag 𝐾-fold is similar to the usual 𝐾-fold for su-
pervised learning [33]. However, instead of partitioning the whole
dataset, the partition is conducted over each bag.

Let 𝐵ℓ be the subset of instances belonging to bag ℓ , i.e., 𝐵ℓ =
{(x, 𝑏) ∈ 𝐷 | 𝑏 = ℓ} and let’s assume that |𝐵ℓ | ≥ 𝐾 . First, split-bag
𝐾-fold partitions each bag, 𝐵ℓ , into 𝐾 equal-sized subsets (prior
shuffle is recommended), 𝐵ℓ,1, . . . , 𝐵ℓ,𝐾 . Then

𝐷Tr,𝑘 =
⋃

1≤ℓ≤𝐿
𝑗≠𝑘

𝐵ℓ, 𝑗 and 𝐷V,𝑘 =
⋃

1≤ℓ≤𝐿
𝐵ℓ,𝑘 ,

for 𝑘 = 1, . . . , 𝐾 . Hence, a usual 𝐾-fold is applied to each bag, and
then, the bag-folds are aggregated in order to create the training
and validation sets.

5.2 Split-bag Shuffle
Similarly to split-bag 𝐾-fold, we propose split-bag shuffle inspired
by the usual shuffle-split method used for model selection in super-
vised learning. The procedure is described in Algorithm 2. Again,
the main idea is to apply the usual shuffle-split in a per-bag fashion
in order to create training and validation sets. However, instead of
partitioning each bag and rotating over each partition (i.e., fold),
we draw a random sample from the bag with fraction 𝛽 of elements
for validation, and we leave the remaining for training.
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5.3 Split-Bag Bootstrap
Our third method is a natural extension of the split-bag shuffle
method. The idea is to draw random samples with replacement in
order to create the per-bag training and validation subsets. More
specifically, Line 5 of Algorithm 2 is modified so that the random
sample is drawn with replacement, and in Line 6, we define 𝐵′

ℓ,𝑘

as a random sample, with replacement as well, of size (1 − 𝛽) |𝐵ℓ |
from 𝐵ℓ .

The motivation for incorporating bootstrap into the LLP model
selection problem is to counter sampling effects on the per-bag pro-
portions of positives instances in the training and validation sets.
Consider, for instance, the split-bag shuffle procedure presented in
Algorithm 2. If the proportion of positive instances in 𝐵ℓ,𝑘 deviates
significantly from 𝑝ℓ , the same will happen to 𝐵′

ℓ,𝑘
, since the com-

position of the latter depends on the former. Considering that such
an effect can propagate to 𝐷Tr,𝑘 and 𝐷V,𝑘 (for some values of 𝑘),
one may end up with training and validation sets having per-bag
proportions far from p. This deviation will incorrectly inform the
learning and model selection algorithms with vector p, making the
overall LLP problem even harder.

When we use bootstrap in Lines 5 and 6 of Algorithm 2, we en-
sure that the composition of 𝐵′

ℓ,𝑘
is independent of 𝐵ℓ,𝑘 . Hence, the

chances of having both sets (i.e., training and validation) with bag
proportions far from p are lessened, which is particularly important
for LLP problem instances having (many) small bags.

6 EVALUATION
In this section, we provide empirical evidence showing the practi-
cal importance of understanding LLP variants. More specifically,
our experiments show that previously proposed model selection
methods can work well for some LLP variants (e.g., Naive LLP), but
they are unable to adapt to more complicated scenarios (e.g., Hard
LLP).5

6.1 Datasets
In contrast to most previous work (as discussed in §3) in this study
we pay close attention to the dependence relationships among bags,
items, and labels in our test data. In particular, we generate test
data in which the dependence structure follows either the Naive,
Simple, Intermediate, or Hard LLP variants. To do so, we start
from a base dataset which is a standard classification dataset. We
then allocate items to bags according to a procedure that induces
the desired dependence relation as given in Table 1. Details of
the bag generation process are given in SM §A.4. Note that when
we generate different LLP variants for a given base dataset, we
keep the number of bags, sizes of bags, and bag label proportions
approximately equal across the different variants.

We consider three classes of base datasets: tabular, object images,
and digit images. The tabular class consists of datasets designated
Adult, Default Credit Card, Covertype, and Census KDD (sources
and properties shown in Table 2 in SM § A.3). The object images
class consists of pairs of object comparisons from the CIFAR-10
repository; we consider 12 pairs of comparisons such as ‘Airplane’

5All datasets and code to reproduce our results are available at https://github.com/
gaabrielfranco/llp-variants-kdd

vs ‘Automobile.’ Likewise the digit images class consists of 12 pairs
of handwritten digit comparisons from the MNIST repository. From
each base dataset we generate four variants (Naive, Simple, Inter-
mediate and Hard) resulting in a total of 4×28 = 112 datasets which
we refer to as test cases.

6.2 Experimental Setup
To explorewhether algorithmic complexity plays a role in the choice
of model selection methods, we choose three algorithms from the
literature that have differing numbers of hyperparameters. First,
we consider the algorithm used in [7] which is an EM-like method
based on logistic regression, which we denote EM/LR; it has only
a single hyperparameter 𝐶 . Next, we consider alter-∝SVM with
Linear Kernel from [47], which has two hyperparameters𝐶 and𝐶𝑝 .
Finally, we consider the Laplacian Mean Map (LMM𝐺,𝑠 ) algorithm
from [24], which we denote LMM; it has three hyperparameters 𝜎 ,
𝜆, and 𝛾 .

For each of the 112 test cases, we apply the three algorithms; and
for each of those combinations we perform model selection using
each of the four approaches: split-bag 𝑘-fold, split-bag bootstrap,
split-bag shuffle, and the baseline approach full-bag 𝑘-fold. However,
we found alter-∝SVM has a very high runtime (an average of 15
hours for a single run on our smallest test cases using a 28 core
CPU) and hence we were unable to run it on large test cases; as a
result we ran alter-∝SVM on a subset of 24 test cases, also omitting
the split-bag 𝑘-fold model selection strategy for alter-∝SVM. Each
combination of (test case, algorithm, model selection method) con-
stitutes a experiment. Our results span 968 experiments of which 720
experiments employed one of our new model selection approaches,
and the remaining 248 experiments used the full-bag approach as a
baseline for comparison.

For each experiment, we randomly hold out 25% of the data for
testing and use the other 75% for training and validation. After
removing the testing data, we recompute the bag proportions (𝑝ℓ )
for the remaining data. In this way, we emulate the real-world
setting in which one has the true bag proportions for the input data.
The remaining data is then divided into training and validation data
according to the model selection strategy. Note however, that after
splitting into training and validation sets, bag proportions in those
sets are no longer known exactly. Each such experiment is run 30
times with different random seeds, and we ensure apples-to-apples
comparisons by ensuring the train/test splits are identical across
the four model selection approaches.

For EM/LR, the parameter 𝐶 is tuned from the set
{10−2, 10−1, · · · , 103}. For the alter-∝SVM parameters, 𝐶

and 𝐶𝑝 , we use grid search over values in {10−2, . . . , 103}.
For LMM, the parameters are tuned using grid search over
𝜆 ∈ {0, 100, 101, 102}, 𝛾 ∈ {10−2, 10−1, 100}, and 𝜎 ∈ {2−2, 2−1, 20}.
Once hyperparameter(s) are chosen, we refit the model using the
whole training data making use of the best hyperparameter(s).
Then, we compute the accuracy of the resulting classifier on the
test set.

The above strategy results in 27,600 trained models, each of
which yields a value for accuracy on the test data (10 replications
were performed for alter-∝SVM). We compare each new model se-
lection strategy against the baseline, and test statistical significance

https://github.com/gaabrielfranco/llp-variants-kdd
https://github.com/gaabrielfranco/llp-variants-kdd
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Figure 2: Fraction of experiments comparing new vs baseline,
for LLP variant and model selection method. Blue denotes
statistically significant superiority of the new method over
the baseline. Red denotes cases where the baseline is sig-
nificantly better than the new method. Gray denotes cases
where the new method and the baseline are statistically in-
distinguishable. SP-BS = split-bag bootstrap; SP-KF = split-bag
𝑘-fold; SP-SH = split-bag shuffle.

of the difference in means between each set of 30 replications, using
a 𝑡-test at the 0.05 significance level.

6.3 Results
Our first set of results demonstrate that (a) our new approaches to
LLP model selection significantly outperform the state of the art; and
(b) the relative performance of model selection approaches depends
critically on the LLP variant at hand. Both of these results are evident
from Figure 2. The figure shows, for each model selection approach,
the fraction of experiments in which the new approach outperforms
the state of the art baseline to a statistically significant degree (in
blue).

With respect to (a), the figure shows that in almost every case
where a significant difference exists, the new model selection ap-
proach outperforms the baseline. In fact, in 90% of the cases where
a significant difference exists, the new model selection approach is
superior to the baseline.

With respect to (b), the figure shows that there is dramatic differ-
ence between LLP variants Hard, Intermediate, and Simple on one
hand, and the Naive variant on the other hand. In the case of the
Naive variant, neither full-bag (baseline) nor split-bag (new) model
selection methods are superior; for this variant, one could reason-
ably use either model selection method. However, for the cases
that inspired the development of the new model selection methods
(Simple, Intermediate and Hard, as explained in § 4), it is clear that
any of the split-bag methods are preferable to the baseline.

Next, we ask whether the superiority of the new methods is
dependent on the complexity (ie, number of hyperparameters) of
the algorithm used. Figure 3 shows our results broken down by
algorithm. The figure shows that whether one is using a model
with numerous hyperparameters (LMM) or few hyperparameters
(EM/LR) split-bag model selection is generally superior, in cases
where there is a statistically significant difference.
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Figure 3: Fraction of experiments comparing new (split-bag)
vs baseline (full-bag), for LLP algorithm and model selection
method. Same color and labeling scheme as Figure 2.
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Figure 4: Fraction of experiments comparing new (split-bag)
vs baseline (full-bag), for dataset type and model selection
method. Same color and labeling scheme as Figure 2.

We next ask whether the nature of the base datasets used affects
our conclusions. For example, images may involve more complex
decision boundaries than tabular datasets. Since full-bag model se-
lection methods train on only portions of the feature space (for the
Hard and Intermediate variants) it may be more important to use
split-bag methods on datasets with more complex decision bound-
aries. Figure 4 shows some evidence of this effect. It shows that
split-bag methods are more likely to outperform full-bag methods
on the test cases from the image classes (digits images and object
images) than from the tabular classes of data.

Furthermore, to demonstrate that our model selection strategies
indeed select different hyperparameters than previous (full-bag)
strategies, we look at a single example: the CIFAR-10-Grey (Airplane
vs. Automobile) Hard LLP dataset. In Figure 5 we show heatmaps
of the hyperparameters chosen for each strategy, with the hyper-
parameters chosen by full-bag 𝑘-fold on the left of the figure. The
remaining three columns show that the split-bag strategies gener-
ally choose hyperparameter values that are quite different from the
values chosen by the full-bag strategy.

Finally, to show the effect sizes behind the results in Figures 2 to
4 we show in Figure 6 the distribution of the difference between
split-bag and full-bag accuracies (for cases in which the difference
was statistically significant). The figure shows that when split-bag
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Figure 5: Frequency, over 30 executions, of selected hyperpa-
rameters for the CIFAR-10-Grey (Airplane vs. Automobile)
Hard LLP dataset.

methods outperform full-bag methods, the magnitude of improve-
ment is typically large compared the alternative case.

Discussion. In conclusion we make a number of observations
about model selection in LLP. First, we note that discrepancy be-
tween the expected bag proportions 𝑝ℓ and the actual bag propor-
tions can arise in split-bag methods due to sampling. For small bag
sizes, this can be an important effect that does not arise in full-bag
strategies (because they are not sampled). However, relative error
in sampling-induced deviation from expected proportions shrinks
as 1/
√
𝑛 and we find that for bag sizes in the low thousands or more,

sampling error does not in general prevent split-bag strategies from
dominating full-bag approaches. A further means for mitigating
this effect comes in choosing how much of each bag to allocate to
training versus validation data. In Algorithm 2, this is controlled
by parameter 𝛽 . We find that setting 𝛽 near 1/2 (which is what we
use our experiments) also improves overall performance since it
reduces sampling error in 𝑝ℓ . In fact, there are opportunities for
algorithm improvement in the proper selection of 𝛽.We leave this
problem for future work.

The picture that emerges is one in which large datasets (lead-
ing to large bags) with complex dependencies (e.g. Intermediate
or Hard variants) and complex decision boundaries (making out-
of-bag generalization difficult) present the greatest opportunity
for performance improvement through the use of split-bag model
selection strategies. Specifically, for all non-Naive variants, there is
benefit from using split-bag strategies over the full-bag 𝑘-fold in
the hyperparameter selection process. Among split-bag strategies,
split-bag 𝑘-fold and split-bag shuffle generally outperform split-bag
bootstrap. However, further investigation is needed to decide the
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Figure 6: Distribution of differences between split-bag and
full-bag accuracies, for cases showing a significant difference.

best split-bag strategy in individual cases, and we leave this problem
for future work.

7 CONCLUSIONS
In this paper, we have looked at the LLP problem from a perspective
that has not been taken in previous work, by putting a spotlight on
the dependence relationships that can exist between items, bags,
and labels. As a result, our first contribution is a taxonomy of LLP
variants, a characterization of the main properties of each variant,
and an analysis of the implications regarding hardness of learning
and model selection.

Our taxonomy can be interesting for any researcher studying or
applying LLP methods. However, the taxonomy may be of special
interest for those proposing new techniques. Ideally, new algo-
rithms, for the LLP problem itself and for model selection strategies
in LLP, should work across a range of LLP variants, or at least, the
readers should be aware of untested variants or situations where
the algorithms are known to perform badly. For these controlled
scenarios, statistical tests for independence and conditional are
available (e.g., [37]), and they may aid researchers in the task of
choosing the correct variant in Table 1.

Reviewing prior work in LLP, we note that in many cases, the
dependence structure of the problem instances considered, and
strategies used for model selection, are unclear. This fact and the
implications of our taxonomy motivate our second contribution, a
family of LLP-driven model selection techniques. We conduct exten-
sive experiments, and our results show the superiority of our new
methods for model selection over the state of the art. Over nearly a
thousand distinct experiments, spanning a range of LLP algorithms,
problem variants, and data types, our methods outperform the state
of the art in 90% of the statistically significant cases. We analyze the
advantages of our new methods, and conclude that for challenging
problems (large, complex data with complex dependence structures)
our new methods are particularly well suited.
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A SUPPLEMENTAL MATERIAL
A.1 Derivations
The set of allowable dependence relations in Table 1 is derived
using inference rules. Here we show the two rules used to eliminate
those dependence relations that are logically inconsistent.

In the derivations below, we use the following definition of con-
ditional independence:

𝑋 ⊥⊥𝑌 | 𝑍 ≜ 𝑝 (𝑥,𝑦, 𝑧)𝑝 (𝑧) = 𝑝 (𝑥, 𝑧)𝑝 (𝑦, 𝑧)
as discussed in [11].

Here we derive the two rules that allow us to narrow the set of
cases to just those in Table 1. We (re)derive these rules in order to
identify any necessary conditions on the positivity of distributions.

(1) 𝑋 ⊥⊥𝑌 | 𝑍, 𝑋 ⊥⊥𝑍 |𝑌 → 𝑋 ⊥⊥𝑌, 𝑋 ⊥⊥𝑍
Proof.

(a) 𝑋 ⊥⊥𝑌 | 𝑍 → 𝑝 (𝑥,𝑦, 𝑧)𝑝 (𝑧) = 𝑝 (𝑥, 𝑧)𝑝 (𝑦, 𝑧).
(b) 𝑋 ⊥⊥𝑍 |𝑌 → 𝑝 (𝑥,𝑦, 𝑧)𝑝 (𝑦) = 𝑝 (𝑥,𝑦)𝑝 (𝑦, 𝑧).
(c) (a) & (b)→ for any 𝑥,𝑦, 𝑧, 𝑝 (𝑥, 𝑧)/𝑝 (𝑧) = 𝑝 (𝑥,𝑦)/𝑝 (𝑦)

if 𝑝 (𝑦, 𝑧) ≠ 0.
(d) Hence 𝑝 (𝑥 | 𝑧) = 𝑝 (𝑥 |𝑦) = 𝑝 (𝑥).
(e) Hence 𝑋 ⊥⊥𝑍 , 𝑋 ⊥⊥𝑌 .
Thus we can conclude that the rule stated above follows,
unless there are some values (𝑦, 𝑧) where 𝑝 (𝑦, 𝑧) = 0 and, for
those values it happens that 𝑝 (𝑥 |𝑦) ≠ 𝑝 (𝑥 | 𝑧) .

(2) 𝑋 ⊥⊥𝑌 | 𝑍, 𝑋 ⊥̸⊥𝑍 |𝑌 → 𝑋 ⊥̸⊥𝑍
Proof.

(a) 𝑋 ⊥⊥𝑌 | 𝑍 → 𝑝 (𝑥,𝑦, 𝑧)𝑝 (𝑧) = 𝑝 (𝑥, 𝑧)𝑝 (𝑦, 𝑧).
(b) 𝑋 ⊥̸⊥𝑍 |𝑌 → ∃ 𝑦0, 𝑧1, 𝑧2 s.t. 𝑝 (𝑥 |𝑦0, 𝑧1) ≠ 𝑝 (𝑥 |𝑦0, 𝑧2) . By

definition 𝑝 (𝑦0, 𝑧1) ≠ 0 and 𝑝 (𝑦0, 𝑧2) ≠ 0.
(c) Hence ∃ 𝑦0, 𝑧1, 𝑧2 s.t. 𝑝 (𝑥,𝑦0, 𝑧1)𝑝 (𝑦0, 𝑧2) ≠

𝑝 (𝑥,𝑦0, 𝑧2)𝑝 (𝑦0, 𝑧1) .
(d) (a) & (c) → [𝑝 (𝑥, 𝑧1)/𝑝 (𝑧1)]𝑝 (𝑦0, 𝑧1)𝑝 (𝑦0, 𝑧2) ≠

[𝑝 (𝑥, 𝑧2)/𝑝 (𝑧2)]𝑝 (𝑦0, 𝑧2)𝑝 (𝑦0, 𝑧1)
(e) Hence ∃ 𝑧1, 𝑧2 s.t. 𝑝 (𝑥, 𝑧1)/𝑝 (𝑧1) ≠ 𝑝 (𝑥, 𝑧2)/𝑝 (𝑧2). By def-

inition 𝑝 (𝑧1) ≠ 0 and 𝑝 (𝑧2) ≠ 0.
(f) Hence ∃ 𝑧1, 𝑧2 s.t. 𝑝 (𝑥 | 𝑧1) ≠ 𝑝 (𝑥 | 𝑧2) .
(g) Hence 𝑋 ⊥̸⊥𝑍 .
We conclude that no special conditions on the positivity of
distributions are required for this rule.

A.2 Other LLP Variants
A.2.1 Colliders. The LLP variants presented in the 5th and 7th
rows of Table 1 are examples of colliders, in which 𝐵 is independent
of either X (Label Collider) or 𝑌 (Feature Collider). However, given
the third variable in each case, the independence disappears due
to the explaining-away effect [25]. While we consider these cases
interesting from a theoretical perspective, practical scenarios giving
rise to these cases seem rare. Further, the associated dependence
structure only arises as the result of a single DGM in each case. As
a result, we leave detailed consideration of the implications of these
variants for future work.

A.2.2 Cross-bag LLP. As illustrated by the DGMs (Table 1, 8th
row), cross-bag cases occur when the correlation between X and 𝑌
is mediated by 𝐵. In other words, a correlation between X and 𝑌
exists across bags, but not within any given bag. This is an example
of Simpson’s paradox: no correlation between X and 𝑌 exists in

the subgroups (bags), but when groups are combined, a correlation
exists [23].

These considerations show that in Cross-bag LLP, it is important
to use items coming from multiple bags as input to the learning
step of model selection, as only in that way can the relationship
between X and 𝑌 be observed.

A.3 Datasets
We used six classification datasets. For multi-class classification
data, we consider some pairs of classes as a dataset. We made the
Census-KDD dataset balanced with the same positive and negative
instances. We also converted the CIFAR-10 images to greyscale in
order to reduce the number of features. Table 2 presents the details
and pointers to the data sources.

Table 2: Summary of datasets

Dataset 𝑁 Features Proportions of 1’s Source
Adult 48842 179 0.24 UCI
Default-Credit-Card 30000 23 0.22 UCI
Covertype (Classes 1 and 2) 495141 54 0.43 UCI
Census-KDD (Balanced) 37136 506 0.50 UCI
MNIST-Digits (Pairs of classes) Ranges from 13138 to 14780 784 Ranges from 0.49 to 0.54 [17]
CIFAR-10 Grey (Pairs of classes) 12000 1024 0.50 [15]

Following [45], for each dataset, the features were scaled to
[−1, 1]. Moreover, categorical features were one-hot encoded.

A.4 Bag generation process
Since we are using classification datasets in our experiments, we
need to have a procedure to generate bags given a classification
dataset. For each dataset, we generated four LLP datasets: a Naive
LLP dataset (see Section 4.1), a Simple LLP dataset (see Section
4.2), an Intermediate LLP Dataset (see Section 4.3), and a Hard LLP
dataset (see Section 4.4). We assume that X and 𝑌 are correlated in
all datasets since they are classification datasets.

Our generation process is based on a clustering assignment. We
used 𝑘-means to create a clustering assignment for the dataset.
Then, given a base dataset, we just use the clusters as bags to
generate an Intermediate dataset.

Let p𝑡 be the vector of proportions from the Intermediate dataset,
and B𝑡 the vector of bag sizes from the Intermediate dataset (p𝑡

𝑖
, B𝑡
𝑖

denotes the proportion and size of the 𝑖-th bag of the Intermediate
dataset respectively). Our goal is to have similar bag sizes across
all variants and similar proportions in Simple, Intermediate, and
Hard variants.

For the Naive variant, we randomly assigned bags to items. For
each bag 𝑖 , the probability of an item being assigned to this bag
is proportional to B𝑡

𝑖
. Then, we have a correspondence between

the clustering assignment sizes and bag sizes for the Naive LLP
datasets.

For the Simple variant, each item has a probability of being
assigned to a certain bag based on its label, i.e., these probabilities
are different from when the item label is positive or negative. These
probabilities are computed in a way such the dataset will have
approximately proportions p𝑡 and bag sizes B𝑡 .

For the Hard variant, each item has a probability of being as-
signed to a certain bag based on its label and its cluster id, i.e., these
probabilities are different for each label and cluster combination.
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These probabilities are also computed in a way such the dataset
will have approximately proportions p𝑡 and bag sizes B𝑡 .

More precise algorithms to generate LLP datasets from base
datasets and formal tests to verify their respective variant will be
addressed in future work.
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