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ABSTRACT
Online media is increasingly selected and filtered by recommen-
dation engines. YouTube is one of the most significant sources of
socially-generated information, and as such its recommendation
policies are important to understand. Because of YouTube’s rev-
enue model, the nature of its recommendation policies is fairly
opaque. Hence, we present an empirical exploration of the nature
of YouTube recommendations, concentrating on socially-impactful
dimensions. First, we confirm that YouTube’s recommendations
generally “lead away” from reliable information sources, with a
tendency to direct users over time toward video channels exposing
extreme and unscientific viewpoints. Second, we show that there is
a fundamental tension between user privacy and extreme recom-
mendations. We show that in general, users who seek privacy by
keeping personal information hidden, receive much more extreme
and unreliable recommendations from the YouTube engine. This
drawback of user privacy in the presence of recommender systems
has not been widely appreciated. We quantify this effect along var-
ious dimensions, including its dynamics in time, and show that the
tradeoff between privacy and unreliability of recommendations is
generally pervasive in the YouTube recommendation process.
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1 INTRODUCTION
Currently, much of the information accessed online is mediated by
some kind of recommender system. The increasing and widespread
use of recommendation systems has raised concern about how
possible biases existing in recommendations can impact worldwide
information and public opinion formation.

As a result, research has begun to investigate how personal-
ization can impact the nature of information that is accessed by
individuals. One concern is the narrowing of information diversity
through the creation of ‘filter bubbles’ [6, 11, 12, 17]. More recently,
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the increasing proliferation of unreliable information [5, 20], es-
pecially on social media, has been adding a new dimension to
recommender system social impact and has been increasing the
importance of understanding recommendation policies used on
such platforms.

Social platforms such as Facebook and YouTube optimize their
recommendations to maximize engagement, while commercial plat-
forms such as Amazon seek to drive purchases. However, although
most recommendation algorithms are designed for value-neutral
objectives such as engagement and commerce, the resulting rec-
ommendations can potentially promote content that is factually
unreliable or socially harmful. In this regard, the popular press
has recently exposed odd behavior of the Amazon and YouTube
recommender systems, including promoting radical, extreme, or
unreliable content [7, 9, 13, 14, 19].

YouTube is one of the most significant sources of socially-
generated information globally, with over 1.9 billion logged-in visi-
tors each month and more than a billion hours of video watched
every day [3]. However, because of YouTube’s revenue model, the
nature of its recommendation policies is fairly opaque.

In this paper, we seek to move beyond the anecdotal descrip-
tions in the popular press and study the nature of YouTube recom-
mendations quantitatively. We study YouTube recommendations
empirically, focusing on socially-impactful dimensions – particu-
larly, recommendations for reliable versus unreliable information
sources. To this end, we design and implement a data collection
framework to simulate users watching a sequence of recommended
videos on YouTube under various experimental conditions. We then
classify the channels from the recommended videos in terms of
the reliability of their content. Finally, we analyze the empirical
results to quantify the extent to which YouTube recommendations
shift users away from reliable towards unreliable and even extreme
content.

Recommender systems are successful to the extent that they can
employ information about users, allowing recommendations to be
personalized. At the same time, many users seek to protect the
privacy of their personal information while online. Hence, one of
the central issues we explore in this paper is the tension between
privacy and the nature of recommendations. To that end, our exper-
imental conditions vary in the degree of privacy that our simulated
users employ.

Our first contribution is to quantitatively demonstrate how
YouTube’s recommendations generally “lead away” from reliable
information sources, including a tendency to direct users over time
toward video channels espousing extreme or unscientific view-
points. By quantifying this effect, we demonstrate that in most
cases YouTube leads users away from reliable information very
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quickly. That is, most of the change in the reliability of informa-
tion takes place within the first few recommendations provided by
YouTube.

Our second contribution is to measure the effect of user privacy
on YouTube recommendations. While many users may consider pri-
vacy desirable, we show that protecting privacy has a major draw-
back: it drastically increases the “leading away” effect of YouTube
recommendations. We show that the increase in the proportion of
unreliable content increases by a factor of 2× to 3× for users who
preserve their privacy while viewing videos. We quantify this effect
along various dimensions, including its dynamics in time, and show
how pervasive the tradeoff between privacy and unreliability of
recommendations is in the YouTube recommendation process.

Finally, we dive into specific questions designed to explore the
robustness of these contributions. We examine how the “leading
away” effect depends on the specific topic being explored by the
user, showing that “leading away” takes place for most of the topics
we study, although to varying degrees.We also show that the widely
publicized changes made by YouTube to their recommendation
policies in January 2019 decreased but did not eliminate the “leading
away” effect.

2 METHODS
2.1 Data Collection
As mentioned above, we study YouTube’s recommendation strate-
gies by following chains of recommendations made by YouTube.
Starting from a specific search query, we simulate a user who
watches the resulting video and then selects one of YouTube’s
recommendations to watch next. Each chain is collected under a
specific privacy scenario, and the next video to watch in each case
is selected from the list of recommendations according to a video
selection strategy. We explain each of these experimental aspects in
the following subsections.

2.1.1 Privacy scenarios. In order to explore how YouTube recom-
mendations change as a function of what user features are visible
to YouTube, we consider four privacy scenarios:

Logged. The user identity is exposed by being logged into a Google
account. We used a single university-provided account.

Normal. The user has not logged into a Google account, but uses
normal browsing mode which could be potentially tracked by
cookies.

Private. The user has not logged into a Google account and uses a
private browser session that disables cookie placement.

Tor. The user has not logged into a Google account and uses a
private session in a Tor-enabled browser that obfuscates the user’s
IP address by passing through the Tor network.

2.1.2 Search queries. Each collected video chain starts with a
search query. For these queries, we use the top 10 News Google
Searches of 2017 in the United States [2]. We choose these because
they represent a set of queries that would be likely as starting points
for watching videos on YouTube. The search queries used were:
Hurricane Irma; Las Vegas shooting; Solar Eclipse; Hurricane Harvey;
Bitcoin Price; North Korea; Hurricane Jose; Hurricane Maria; April
the Giraffe; and DACA.

(a) Trustable (b) Neutral (c) Extreme

Figure 1: Channel Name Word Clouds by Classification.

2.1.3 Video Selection. YouTube’s recommendations are provided
in a list on the right side of the screen while a video is playing,
which we call the recommedation list. An important aspect of our
experiment is the choice of how the next video to be watched is
selected from this list (video selection.)

“Auto-play” mode in YouTube simply plays the top item in the
recommendation list. This mode is the default behavior of YouTube
and is followed when no other user action is made. Hence, we treat
the top item as the one most strongly recommended. This video
selection strategy is top item.

In contrast, to understand the impact of the recommendations
rank, we consider a strategy in which the video with the lowest
ranking is the one chosen for viewing next. We refer to this video
selection strategy as bottom item.

We refer to a sequence of videos watched in this way after a
single query as a chain. In our video selection executions we avoid
video repetition inside a chain. Then, if the selected video to play
next had already played in the current chain we choose instead the
highest unplayed video (or lowest unplayed video) when the video
selection is top item (bottom item).

2.1.4 Features collected. Each YouTube video is published by a
YouTube channel. Channels are either based on Google personal ac-
counts or Google brand accounts. Channels with more than 100,000
subscribers that belong to an established creator or are the official
channel of a brand, business, or organization can receive a YouTube
verification badge checkmark upon request [1].

For each video viewed during our experiments, we collect a set
of features. Features are either derived from the video or its chan-
nel. The video features we collect are: the current date, the video
publication date, the video number of views, the video number of
likes, the video number of dislikes, the video number of comments,
the video title, the video duration, the video description, the video
content category (selected on video publication), the channel iden-
tifier, the channel title, the channel number of subscribers and, the
channel verification badge status.

2.1.5 Data Collection Process. Putting all the above parts together,
the overall structure of our data collection process is given in Al-
gorithm 1. The framework is implemented in python and uses
Selenium to simulate user behavior.

2.2 Classification
We classify each recommended video according to its channel. We
place each channel into one of three categories: trustable, neutral
or extreme. Each channel encountered in our data was classified
manually. Manual classification was done via inspection of the most
popular movies of the channel as well as the channel description.
The criteria we used for channel classification are:



Algorithm 1 YouTube Data Collection
Require: Privacy scenario, Search term, Selection Strategy
1: Perform a search query and get its recommendation list.
2: repeat
3: Select video from list according to selection strategy.
4: if advertisement appears then
5: Wait for the end of the ad or skip it.
6: end if
7: Watch selected video for up to 5 minutes of elapsed time
8: collect data about the video and its channel
9: get new recommendation list
10: until video chain reach 20 videos

Trustable. Channels identified as trustable are channels from es-
tablished news sources. Most trustable channels are run by news
sources from television, or are credible scientific channels that
provide content with externally checkable references.

Extreme. Channels that are identified as extreme are those that
have content that deny established scientific knowledge, incite
hate or promote fake news.

Neutral. Neutral channels are all other channels – those that are
neither trustable neither extreme.
In Figure 1 we illustrate of the type of channel in each classifica-

tion using various word clouds based on channel names. Figure 1a
shows a word cloud of trustable channel names, displaying tradi-
tional news sources such as ABC, CBS, Fox, and CNN. Figure 1b
shows a word cloud of neutral channel names, and is dominated
by entertainment – music and gaming channels – such as Young-
Boy Never Broke and TmarTn2. The word cloud of extreme chan-
nel names, in Figure 1c, shows that extreme video channels use
attention-getting names such as “True”, “Mysteries” and “Top”.1

2.3 YouTube Recommendations
During the period of our study, YouTube generated recommenda-
tions using a deep neural network that implements a two-stage
approach of candidate generation followed by ranking [10]. This
approach was designed to deliver high performance on key metrics:
precision and increased watch time, while handling the challenges
of scale, freshness and noise.

YouTube has stated that is continuously working on improving
its search results and recommendations using user feedback, exter-
nal evaluators trained using Google public guidelines (that evaluate
the content quality and publisher reputation) and other signals.
Relevant to our study, in January of 2019 YouTube announced on
its blog that it would reduce recommendation of borderline content
and content that could misinform users in harmful ways [4]. This
fell in the middle of our study period, an event that we analyze in
detail in Section 4.5.

3 DATASET
Our dataset consists of a set YouTube chains collected (as specified
in Section 2.1) between October 2018 and April 2019. Each experi-
mental setting was replicated 256 times, with one chain collected
1To allow readers to examine our channel classifications in detail, as well as to repro-
duce our results, all data and code in the form of Python notebooks will be released
upon paper publication.
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Figure 2: Binned counts of the number of appearances of
each video, and classification of videos in each bin.

each time. As a result, the dataset consists of 4 (privacy scenarios)
× 2 (selection strategies) × 256 (chains) × 20 (videos per chain) =
40,960 videos. There were 25,091 unique videos in this set. The 10
search queries were evenly distributed across replications.

Although our experiments use a small set of search queries, the
videos and channels that are collected are broadly distributed. We
show this in Figure 2, which bins videos according to how many
times each appeared in the dataset. Each bar shows the distribution
of classification for the videos in that group, and numbers at the
tops of bars show how many videos fall in each group.

We note that most of the videos appear only a few times. For
instance, 46.4% of the videos were recommended just once, and only
1.8% of the videos were recommended 16 or more times. The figure
also shows that videos belonging to extreme channels received
relatively few recommendations overall, while videos pertaining
to trustable channels receive more recommendations – which can
be observed by the increasing proportion of this classification for
higher-count bins.

4 RESULTS
In this section we present the results of our analysis of the effect
of YouTube recommendations on the reliability of content seen
by users. We present reliability classification in ternary plots. In a
ternary plot, each side of the triangle represents one of the three
classification types and each point within the triangle represents
a particular proportion across the classifications. We denote this
proportion across the classification as the proportion mix. The axis
values grow counter-clockwise. For any point, the corresponding
fraction values for each classification type can be obtained by the
projection of this point into the corresponding axis. Point projection
follows a parallel line to the triangle side where this axis has value 0
(clockwise side), for instance, the neutral projection line is parallel
to the extreme triangle side.

4.1 YouTube recommendations lead away from
trustable sources

Our first result shows that YouTube’s recommendations guide users
toward less-reliable sources over time, in two ways: (a) they guide
users away from trustable sources, and (b) they increase the frac-
tion of extreme content recommended to the user. To demonstrate
this, in Figure 3 we show the characteristics of the sequence of
recommended videos, aggregating all privacy scenarios and using
the top item video selection.

The shift away from reliable videos can be seen in Figure 3. In
this initial ternary plot, we use a heatmap overlaid on the plot to
signify overall degree of extreme content. The figure shows that at
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Figure 4: Impact of Privacy on Shift in Recommendations.
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top item) per Privacy Scenario.

the beginning of the sequence, 59% of videos come from trustable
channels, while at the end of the sequence, only 31% of videos
come from trustable channels. Furthermore, the fraction of extreme
videos increases over by more than a factor of six, from 1.2% to 8%.

Examining the trajectory in Figure 3 shows an important obser-
vation: the movement away from reliable videos is initially very fast,
after which the change comes more slowly. In the figure, dots and
arrows indicate the sequence progression inside a video sequence:
the first and last sequence points are represented by arrows, and
the middle of the sequence is represented by an open circle. In this
way, the length of the lines between points or arrows represents
how much the fractions have changed within two observations.
Using these, we observe that most of the changes in the proportion
mix occur in the first half of the observations and changes in the
second half tend to be generally smaller. This suggests that much
of the significant changes in proportion mix occurs as a result of
the initial recommendations, and implies that trace measurements
longer than 20 steps would not likely to show vastly different results
in terms of the final proportion mix.

4.2 Private users get less reliable
recommendations

The results in the previous section are aggregated over all privacy
scenarios, and hide important differences. In fact, the tendency



for YouTube recommendations to lead away from reliable sources
depends enormously on the user’s privacy settings. We find that
privacy-seeking users are much more likely to be directed away from
reliable sources and toward extreme videos.We show this effect in
Figure 4a where the proportions mix for each privacy scenario
(logged, normal, private and tor) is shown in the ternary plot in blue,
green, orange and red, respectively. We observe that all privacy
scenarios show a decline in the fraction of trustable channels over
the recommendation sequence. However the four privacy settings
have considerable and important differences.

We note first of all that the overall effect of YouTube recom-
mendations is much weaker when users are logged in – the chain
path for logged users is much shorter than the others. Furthermore,
logged-in users are those with the largest proportion of trustable
channels initially recommended, and the smallest decline in the
fraction of trustable channels over time. For logged-in users, there
is a difference of 13.1% in the trustable proportion from the initial
to the end observation, while for the other privacy scenarios this
difference is much larger (30.1% for tor, 37.3% for normal, and 39.3%
for private).

Second, we see that tor, normal and private settings tend to
arrive at nearby endpoints, with relatively low fractions of trustable
channels and high fractions of extreme channels. However, the
initial recommendations provided by YouTube are quite different
for tor, compared to normal and private. The privacy scenario tor
starts with a low fraction of trustable channels (50.8%) while all
the other settings have more than 59% of trustable channels in
their initial recommendations. The lack of significant difference
between normal and private suggests that if a user is not logged
in, then private browsing versus normal browsing has little effect
on the YouTube recommendations. This may reflect aspects of how
YouTube identifies users during a browsing session.

It’s important to note that the phenomenon seen in the combined
data, in which the proportion mix changes fast during the first few
recommendations but slower later on, is present in each individual
privacy scenario as well. Figure 4c measures this effect by present-
ing the euclidian distance between ternary observation points. In
this plot, we can observe that the most significant differences are
between the first observations – with distances approximately ten
times larger than the end observations. This trend confirms that our
conclusions regarding privacy scenarios would not likely change
by observing more extended sequences of videos.

As noted, when privacy increases, there is a decrease in recom-
mendations from reliable sources, and an increase the fraction of
extreme channels. To measure this effect, in Figure 4b we show
paths that progress along increases in privacy: from logged, to nor-
mal, to private to tor. Each path corresponds to the same time in a
chain: either the initial recommendation, or the sequence midpoint
(10th recommendation), or the sequence endpoint (20th recommen-
dation). The initial points are filled, the sequence midpoints are
open circles, and the sequence final points are black circle.

Figure 4b shows that early in the recommendation sequence,
an increase in privacy increases the amount of extreme channels.
However, for the middle and end values, there are similar amounts
of extreme videos among the three privacy scenarios that doesn’t
disclose the user identity. Initially, the most significant increase

is between private browsing and tor browsing, however by the se-
quence midpoints, the largest difference is between logged and nor-
mal. We also note that by the end of the recommendation sequence,
the main shift in going from logged/normal tonormal/private is an
increase in the fraction of extreme channels.

Furthermore, the difference among tor and private reveals the
role played by the IP address obfuscation. Our results show that
IP address is an important factor in the initial recommendations
– marked by the long arrows – but it loses its impact over time –
marked by the short arrows in the middle and end observation. Also,
the difference between private and normal suggests that when
cookies are disabled, there is a slight increase in user exposure to
more extreme videos. Finally, the difference between normal and
logged reveals the possible impact of knowing the user identity on
YouTube’s recommendations. In our results, this knowledge has a
notable impact on YouTube’s recommendations and significantly
minimizes the exposure of the user to more extreme content.

4.3 YouTube more strongly recommends less
reliable sources

Although the sequence of recommended channels tends away from
trusted sources and tends toward extreme sources over time, we
would like to assess how important the particular recommendation
methods used by YouTube are to this effect. For example, it is
possible that simply recommending a random set of related videos
would move the user away from trusted sources.

To gauge this effect, we look at the differences between video
selection of top item and bottom item. If the YouTube algorithm is
actively favoring unreliable channels then we will see a greater
tendency away from reliable channels when following the top item
as compared to the bottom item in each recommendation list. In
fact, we show that the YouTube recommender system is influencing
the video outcome, that this influence is stronger in the inital part
of the video sequence, and that indeed, the recommender system is
leading users to more extreme channel sources.

In Figure 5 the lines and the arrows represent the difference be-
tween the initial, middle and end observation time among following
the bottom item and the top item. From the observation of bottom
item choice, the initial, middle and end point is marked respectively
by a full colored circle, a white circle with color border, a black
circle with color border. First, note that the fact there is a difference
between following the top or following the bottom recommenda-
tion indicates that the recommender system is actively working and
not just suggesting random videos. Second, the length of the lines
connecting sequences following the top and the bottom is decreas-
ing over time. For instance, the initial arrow length – computed by
the Euclidean distance between the projected points – is .049 while
the end arrow length is .013. This length reduction indicates that
the impact of the recommender system is considerably stronger in
the initial recommendations.

Finally, the arrow direction from bottom recommendation to top
recommendation indicates the prioritization of the recommender
system. These directions show that the recommender system ac-
tively shifts the proportions of videos away from trustable channels
in the initial and middle observation. This shift represents a re-
duction of 3.9% in the fraction of trustable channels for the initial
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Figure 8: Word Cloud of Channels’ Names by Search Query.

observation, 2.4% for the middle observation and an increase of
0.4% of extreme channels for the final observation.

Importantly, however, this effect is not the same for all privacy
settings. While the YouTube recommender system guides privacy-
seeking users towards less reliable sources, when the user identity
is revealed (logged users) the system can in fact favor more reliable
sources. This effect is shown in Figure 6. In that plot arrows indi-
cate the shift from following the bottom toward following the top
recommendation; colors show the privacy setting adopted; and the
initial, the middle and the final observations are marked as before.
First, note that the initial and middle points arrows of logged (in
blue) – with respectively length of .035 and .059 – are shorter than
the other settings ones – which arrows lengths range from .002 up
to .1. This shows that the recommender system has less effect on
users whose identity was revealed. Second, observe that only for
this setting, logged, the system effect manifest a shift towards more
trustable and less extreme videos. For instance, in the middle obser-
vation point, there is for logged an increase of trustable of 7.6% and
a decrease of extreme of 2.7% while the other settings for the same
observation point show a a decrease of trustable of 7.4% for normal,
7.1% for private and 2.8% for tor. Thus, we find that the YouTube
recommender system, while clearly leading privacy-seeking users
away from reliable and towards extreme videos, does not have the
same effect for users whose identity is known to the system.

4.4 YouTube’s recommendation effect varies
depending on topic

Next, we show that YouTube’s recommendation system does not
affect all query topics equally. To illustrate this phenomenon, we
show in Figure 7 the ternary plot over time for each query. The
figure shows that the effect of YouTube recommendations varies
considerably for different topics.

First of all, for most queries, YouTube leads users away from
reliable information toward unreliable and extreme content. This
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Figure 10: Recommendation Shift Before andAfter YouTube
Policy Change.

is consistent with our results above. However, for some queries
(April the Giraffe and Bitcoin Price) the overall movement is toward
a mix of more reliable, but also more extreme content. Second, some
queries are very strongly affected by YouTube recommendations
(Las Vegas Shooting and North Korea) while other queries are not
strongly affected (Solar Eclipse). In fact, the path length for the
former is almost 20 times longer than that of the latter.

Inspecting the word clouds for queries we can shed light on
the reasons for the differences we observe. Figure 8 shows the
overall word clouds color coded, with word color proportional to
the classification of the channel that the word comes from.
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Figure 8 shows why some queries are relatively unaffected by the
YouTube recommendation system. The small changes for queries
such asDACA orApril the Giraffe can be understood because the for-
mer is hard news and covered mostly by traditional news channels
such as CNN or ABC while the latter is soft news covered mostly
by animal-related channels (classified as neutral). Additionally, the
small effect for the query Solar Eclipse is explained by an ambiguous
results split between hard news (news about the 2017 Solar Eclipse)
and soft news (the title of a song, “Solar Eclipse” by the popular
singer “YoungBoy Never Broke Again”).

On the other hand, some topics are much more strongly affected
by the YouTube recommendation system. To unravel the reasons
for different length paths, Figure 9 presents word clouds of specific
points in the sequence for some of the queries, where each word is
presented in a color related to its classification category fractions –
red for extreme, green for neutral and blue for trustable. First, Las
Vegas Shooting is the longest path of Figure 7 and we can observe in
the time clouds of Figure 9 its initial dominance by traditional news
channels that are replaced over time with more neutral channels
and conspiracy channels (here classified as extreme). Comparing
the paths of the queries Hurricane Irma and Hurricane Maria in
Figure 7, we note that the latter is much more strongly affected
than the former. Referring to Figure 9 , we see that Hurricane Irma
recommendations are dominated by entertainment channels late
in its sequence, shifted by a popularity bias caused by a hurricane
video posted by popular YouTuber gamer “Tmartn2”. However, Hur-
ricane Maria presents a more balanced path between entertainment
and traditional news.

4.5 YouTube’s policy change did not fully
remove the shift toward unreliable sources

As we noted above, during our data collection period YouTube
implemented a change to its recommendation policy. Our analysis
shows that after that change, in late January of 2019, YouTube was
still leading users away from reliable sources over time. However,
there was a reduction in the tendency to extreme recommendations.
To illustrate that change we separate our data into two parts: data
collected before February and data collected from February onward
– sampling the data for the top item selection strategy, in a way that
both portions of the dataset have the same number of experiments
per privacy scenario and query.

The change in how YouTube leads users away from realiable
sources before and after the policy change is expressed in Figure 10a.
Comparing trajectory paths we can see that in both cases, users
are led away from reliable sources and toward neutral and extreme
content. However, after the policy change the effect of the recom-
mendation system is decreased overall, and fewer extreme channels
are recommended. For instance the before path has an increase of
8.5% in the fraction of extreme recommendations (going from 1.2%
to 9.7%) while the path after has an increase of 5.9% (going from
0.6% to 6.5%).

Comparing the effect of the recommender system before and
after the policy change we find that for initial recommendations the
effect was similar, favoring untrustable sources, however for later
recommendations the revised recommender system shifts toward
promotingmore trustable channels.We see this in Figure 10b, which
has an arrow connecting the values from the bottom item to the
top item selection strategy for the initial, mid-point and end-point
(marked respectively with full colored circle, a white circle with
color border and a black circle with color border), comparing before
and after the policy change. In this figure, while all the observed
points before the change show a shift away from reliable sources,
the mid and end point after the change show a tendency toward
favoring more trustable sources.

Finally, we can observe in Figure 11 that the overall trend re-
garding the tradeoff of privacy and extreme content exposure is
likewise present both before and after the YouTube policy change.

5 RELATEDWORK
Although previous work has addressed how recommender systems
can impact information access by creating “filter bubbles” or “echo
chambers,” relatively few studies have explored the impact of recom-
mender systems related to the reliability of content. In this section,
we contrast our work with studies that have focused on YouTube
and its recommendations.

Our study takes inspiration from recognition in the popular press
that YouTube’s recommendations can lead to extreme content. Ar-
ticles such as [19] and [14] describe the radicalization of YouTube
recommendations and discuss the social implications of this effect.
The article [7] continues the discussion and presents some of the
actions taken by YouTube in response to its critics. These articles
provide essential context for our study by highlighting issues, but
none performs a quantitative analysis of YouTube’s recommenda-
tion system. In contrast, we quantify the strength and dynamics



of YouTube’s “leading away” effect, showing that most of its effect
takes place within a sequence of just a few recommendations.

Our work shares some similarities with [15], which also performs
an empirical exploration of YouTube recommendations. However,
that work looks at a much smaller dataset with a simpler overall
experimental design; by studying a larger dataset we provide greater
robustness of results. Most importantly, it does not explore the trade-
off between recommendation properties and privacy, nor does it
analyze time dynamics, the impact of YouTube policy changes, nor
the relationship to query topic.

The authors in [16] investigate the recommendation of extreme-
right videos on YouTube by using a content categorization schema.
Like our study, that work notes how quickly the YouTube rec-
ommender system can deviate from reliable content. However,
that work focuses on one specific niche of the content spectrum
(extreme-right) and the discovery of its ideological bubbles. Our
work adopts a more extensive notion of extreme content and conse-
quently provides a broader understanding of the “lead away” effect
of YouTube recommendations. Further, other work [8, 18] also cov-
ers the discovery of ideological bubbles with harmful social impact
on YouTube, but without examining YouTube’s recommendations.

6 DISCUSSION AND LIMITATIONS
An important issue in our study concerns the way that we have
defined the three categories of channels, and the related policy im-
plications. A main observation in our study is that YouTube shifts
its recommendations over time from ‘reliable’ to ‘neutral’ channels.
We note however that this sort of shift is not necessarily undesir-
able in general. Indeed, it can be argued that an important goal of
recommendation systems in a system like YouTube is to expose
users to the “long tail” of content that lies outside of the realm of
mass media. This benefits users by diversifying their influences,
and it provides opportunities for lesser-known producers to build
an audience. Hence without further study we cannot conclude that
the shift from ‘reliable’ to ‘neutral’ channels is socially undesirable.

However, our definitions for ‘extreme’ content are intended to
specifically capture socially undesirable content. And for that cat-
egory, we find that the trends we identify – with respect to time,
privacy, strength of recommendation, and topic – are all consistent
with our high level conclusions; and that in many cases the fraction
of ‘extreme’ content increases by a factor of 6× to 8× from the
beginning to the end of a recommendation sequence.

7 CONCLUSION
In this paper we have presented an empirical exploration of the na-
ture of YouTube recommendations. We developed a data collection
framework that impersonates users watching videos on YouTube,
for different privacy scenarios and video selection policies. We clas-
sified the pool of recommended channels and quantified changes
to nature of the recommended content over time.

Our results show that YouTube’s recommendations typically
lead users away from reliable sources over time. Importantly, we
pointed out where in time this shift happens, demonstrating how
quickly users can be exposed to extreme information. A particular
focus of our study is the tension between user privacy and extreme
recommendations, and we expose the fact that privacy-seeking

users are much more likely to be led away from reliable sources
and towards extreme videos. Then, we show how YouTube’s “lead
away” effect varies according to the query topic, but that most
topics we studied exhibit the effect. Finally, we find that the last
changes in the YouTube recommendation policy have reduced but
not yet solved the “lead away” effect.

Nonetheless, our results suggest that engagement-driven recom-
mendations, such as used by YouTube, can have undesirable interac-
tion with privacy-seeking users, resulting in a tendency to strongly
direct such users toward unreliable information. Taken in the
context of the currently-dominant business model of advertising-
supported content publication, the ongoing evaluation of these
effects is vital for understanding their impact on society.
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