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Abstract—The increasing diversity of Internet application throughput of a flowp is the loss rate, anf is the round-trip
requirements has spurred recent interest in transport protocols time (RTT).
with flexible transmission controls. In window-based congestion In addition to TCP-friendlinessmoothness, aggressiveness
control_ schemes, increase rules determine h(_)w to probe available andresponsivenegd], [9] are important indices of congestion
bandwidth, whereas decrease rules determine how to back off S L
when losses due to congestion are detected. The control rulesf:omroI pe_rfqrmance. Smoothness Indl_cat_es the variability
are parameterized so as to ensure that the resulting protocol is IN transmission rate. Aggressiveness indicates how fast a
TCP-friendly in terms of the relationship between throughput —connection probes extra bandwidth by opening up its window.
and loss rate. This paper presents a comprehensive study of aResponsiveness measures how fast a connection reacts to in-
new spectrum of window-based congestion controls, which are creased congestion by decreasing its window size. Smoothness
Tcl.P'frr'?nd'y gsfwella_s TC.P'ﬁO.mpa"b'el “'}derREg-Q“rCO”EO'S characterizes the steady-state behavior of congestion control
utilize history information in their control rules. By doing so, they 4 Protocols, whereas both aggressiveness and responsiveness

improve the transient behavior, compared to recently propose h . . behavior. An i b . .
slowly responsive congestion controls such as general additive-in-Characterize transient behavior. An important observation is

crease and multiplicative-decrease (AIMD) and binomial controls. that there are tradeoffs among smoothness, aggressiveness,
Our controls can achieve better tradeoffs among smoothness, and responsiveness [1], [9]. Comparisons of TCP, general
aggressiveness, and responsiveness, and they can achieve fast&(IMD [1], [3], TFRC [5], and TEAR [2] have shown that

convergence. We demonstrate analytically and through extensive typjcally higher smoothness means less aggressiveness and
ns simulations the steady-state and transient behavior of several responsiveness

instances of this new spectrum.

Index Terms—eongestion control, fairness, TCP-compatibility, A. Motivation
TCP-friendliness, transient behavior. ' i _
Our work is motivated by the need for new controls that have

high smoothness in steady state and high aggressiveness/respon-
. INTRODUCTION siveness when network conditions change drastically. To that

CP uses additive-increase and multiplicative-decrea@gd, we explore the design space between window-based and
T (AIMD). It probes available bandwidth by increasing th&duation-based congestion control schemes. Previous window-
congestion window size linearly, and responds to increase@sed schemes dotuse history while equation-based schemes
congestion (indicated by packet losses) by decreasing fi so. History information can be useful to improve the be-
window size multiplicatively. Recently proposed congestiof@avior of previous window-based schemes such as AIMD. For
control mechanisms include generalizations of TCP-likexample, the congestion window size in the past is not only an
window-based schemes [1]-[4] and equation-based schertighicator of the current congestion level of the network, but also
[5]-[7]. A common objective of these schemes is to redudegood predictor of the congestion state for the future. Further-
the high variability of TCP’s transmission rate. Such higiore, previous window-based schemes provide smoothness of
variability may limit network utilization. In addition, it is not transmission rate but sacrifice aggressiveness. We answer the

desirable for emerging applications such as real-time streamfti¢estion of whether we can provide high smoothness in steady

applications on the Internet. state as well as better transient behavior when network condi-
A new transport protocol should implement congestiofons change drastically (e.g., when there is a sudden increase in

control mechanisms that interact well with TCP [8]. Thagvailable bandwidth).

is, it should maintainTCP-compatibility or fairness across

connections using different protocols. To provide such fairne$, Contribution

one solution is to satisfif CP-friendlinesswhich means the  Thjg naper presents a thorough study of TCP-like window-
(A, p) relationshipA ~ 1/(R,/p) should hold, where\ is the ' pa5eq congestion control schemes that utilize history informa-
tion, in addition to current window size. These schemes are
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binomial schemes [4]. The only history used in our schemesTikat is, binomial controls generalize additive-increase by
the window size atthe time of detecting the lastloss. Such a sniatireasing inversely proportional to a powerof the current
step allows a much broader exploration of TCP-friendly congesindow, and generalize multiplicative-decrease by decreasing
tion controls than memoryless AIMD and binomial schemeproportional to a powek of the current window.
To this end, we propose a spectrum of window-based congesWe say that AIMD and binomial controls are memoryless
tion controls possessing high smoothness in steady state, whilece the increase and decrease rules use only the current
reacting promptly to sudden changes in network conditionsindow sizew, and constantsa(, 3, k, andl). Neither of them
We analyze the smoothness, transient behavior, and perfatitizes history information. We argue that the window size at
mance tradeoffs of this new spectrum of controls, of whide end of the last congestion epoch is useful, not only as an
our recently proposed square-increase/multiplicative-decreasgicator of the current congestion level of the network, but also
(SIMD) [10] is an instance. In SIMD, the congestion windovas a good predictor of the congestion state for the next epoch.
size increases super-linearly, in proportion to $hieareof the Thus, our proposed scheme maintains such a state variable
time elapsed since the detection of the last loss event (altefs.,, which is updated at the end ehchcongestion epoch.
natively, the increase is inversely proportional to the windoim addition, letw, denote the window size after the decrease.
size at the time of last loss detection). Thus, SIMD has higBiven a decrease ruley, can be obtained fromw,,.., and
aggressiveness and fast convergence to fairness. vice versa For example, for AIMD,wy = (1 — B)wmax-
Our work is the first step toward exploring a new desighlenceforth, for clarity, we use both,,., andw.3
space between memoryless window-based congestion contrdbuch history information can then be used to improve the
schemes and equation-based schemes which use more higtarnysient behavior of the control. We propose to adopt the fol-
information. Compared to memoryless window-based schemiesying window increase function:
our controls improve the transient behavior by using history.
Compared to equation-based schemes, our controls have several
unique properties: the self-clocking nature of window-basetherew(t) is the continuous approximation of the window size
schemes, and simple modifications to TCP’s implementationat timet (in RTTs) elapsed since the window started to increase.
The remainder of this paper is organized as follows. We prBy definition, wy, = w(0). This window increase function is
pose our controls in Section Il, and define our TCP-friendly corquivalent to the following window increase rule:
trols in Section Ill. We analyze the tradeoffs among smoothness,
aggressiveness, and responsiveness in Section IV. The conver-
gence properties of our SIMD instance is studied in Section Wherek > —1 and« is independent of. In particular,u =
Our results from extensive simulations using tiesimulator 1/(k + 1) andc = ((k + 1)a)™.
[11] are presented in Section VI. We revisit related work in Sec- We are interested in congestion control schemes that have
tion VII and, finally, conclude the paper. various window size increase patterns (differeist or equiva-
lently, differentk’s). Consider three cases. FirstHl < k& < 0,
[I. WINDOW-BASED CONGESTIONCONTROL USING HIsTORY ~ the congestion window increases super-linearly. The window
is increased cautiously just after the detection of packet loss,

incﬁez;rsce:g-tlg(e:e cc\mnggrivc;ga;;%oaoggeastrlggultc 8?11106' si(i:r::ir: ﬁj the increase becomes more and more aggressive when no
9 l(‘5re loss occurs. Second,kf= 0, the window increases lin-

transmission of a window of packets, and decreases the C&E
i

w(t) =wo + ct*, wu,c>0 1)

W1 — wy + af(wp —wo)*, >0 (2)

estion window uoon the detection of a packet loss eve rly, i.e., additive increase. The aggressiveness does not change
8Ve call such a sep uence of window increr[?]ents followed th time. Third, if & > 0, the window increases sublinearly.
q e connection approaches the previously probed window size

ggﬁ Vglsr':itf)%wcgr?tiz)?gfhnetrﬁznc?eeﬁs:gsnoi%ogom;lt\rlglnri?gv]:(??vsvier? d Ofast, but it becomes less aggressive beyond that. These various
cong ; Phemes possess different degrees of aggressiveness, and may
increase, and another rule for window decrease. AIMD us

the following control rules: g&tlsfy different applications. For example, super-linear increase

3When the slow-start phase of TCP ends and the congestion avoidance phase
Increase Wiy —we+a, a>0 starts, we have the first value @f), i.e., the current window size. Then the first

Decreasew; «— Jé; 0<pB<1 value Of sy is obtained.
e e ' 4Equivalence of window increase function (1) and window increase rule (2):

Using linear interpolation and continuous approximation, from (2), we have
dw(t) «
dt (w(t) —wo )k

where w; is the window size at time¢ (in RTTs). That is,

for AIMD, the window size is increased by a constant when

a window of packets are transmitted successfully, and it is
decreased by a constant factor instantaneously when a padRistgives us
loss event is detectedBinomial controls [4] generalize AIMD (w(t) — wo)*dw(t) = adt.
and use the following control rules:

and then by integrating both sides, we have
Increase w41 «— wy + a/’wf, a>0 (w(t) — wp)k+?

Decreasew; — w; — fw!, 0< < 1. k41
Notice that the constadt = 0 since whert = 0, w(t) = w,. We then rewrite
2We useAIMD(«, 3) to refer to the general AIMD with additive constantit as (1):
« and multiplicative decrease parameter The term TCP AIMD refers to
AIMD(1,0.5) or standard TCP. For simplicity, we also use AIMD for the w(t) = wo + ((k+ 1)at)' /D,
general case.

=at+C.
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can support applications that need to quickly acquire bandwidtt 14
as it becomes available. Multiplicativé

Therefore, we consider the following control rules: Decrease. SIMD___LLAIMD e
Increasew; 41 «— wi + a(Wmax)/(we — ’U)(])k7 a(Wmax) > 0 I=1/€ +1)
Decreasew, — w; — fw!, 0< 3 < 1. (3)
Note that we writeaw as a function ofw,,,, since this is re- Additive
quired in the derivation of TCP-friendliness. In the remainder Decrease AIA .
of this paper, we simply write: for clarity. We use the same de- -1 -0.5 0 k

crease rule as binomial controls, thus we do not use history ir
it.5 For the increase rule, we consider- —1, since otherwise
the window size increases exponentially or faster and we con
sider it unstable. For the decrease rule, we considet, since
otherwise(w; — fw!) can be negative when; is large enough. Multiplicative ~1| Additive

We illustrate this family of controls as thgt, ) space in Inerease Increase
Fig. 1. In [13], we show that the spectrum inside the shaded
area satisfies the convergence-to-fairness property under flwel. Spectrum of TCP-friendly congestion controls using history.
synchronized feedback model used by Chiu and Jain [15].

Before further elaboration, we state several main propertidghen the window size variation is small, i.e., the window de-
of our controls. First, we show that our controls can be TCRrease is smalfw! . < wmax, We can simplifya andc as
friendly by appropriately definingx as a function of the

=1/ +1)~

constantg and the state variable,,... We elaborate on this 3 3 r R
in Section Ill. Second, our controls enable different tradeoffs o~ 20+ 1) . whi ™ (6)
among smoothness, aggressiveness, and responsiveness. We r (k—+1 + 1)
elaborate on this in Section IV. Third, our controls can have
; T )

1
better convergence behavior as we show in Section V using c <_> o /73wmax
SIMD [10] as an instance. For SIMD; = —0.5 and [ = 1. r (%ﬂ + 1)
We need to point out that our controls are radically different
from binomial controls [4]. Binomial controls generalizeThat is,« is a constant factor ofs*'*!~! andc is a constant

max
AIMD, but they are still in the memoryless space. Thereforéactor of w!(/*+1),
binomial controls cannot be simply situated on the spectrum inTable | gives several special cases. We give their control rules

Fig. 1. and the window increase functions. Whee- 0 andl = 1, from
(4) we havenatvp = 3,3/(2 — ,B) If ﬂ <L 1, aatvp ~ 3/3/2
[ll. TCP-FRIENDLINESS It degenerates to the memoryless TCP-friendly AIMD control
We show that our control scheme using the control rules E,l,] [3]. Whenk = —0.5 andl = 1
(3) can be TCP-friendly. The notion of TCP-friendliness refers 3V
to the relationship between throughput and packet loss rate. We ASIMD = [ _ 28 \/2—' (8)
consider a random loss model, where the losses are Bernoulli ( B T) Wmax

trials; packets are dropped uniformly with a fixed probability. f 8 < 1, asnip ~ (3v/8)/(vZwmas). In this case, the

.IQ Append_ig A asiumifrflg sutf:k;_g;ant?om loss m?]del,' ar\}\qndow size decreases multiplicatively upon the detection of
without considering the efiect o S timeout mec an'smﬁacket loss, but increases in proportion togheareof the time

we explain the usel of:]he folllf)e/:vlljn?_deg?lt.lon afto make our o |ansed since the detection of the last loss event (cf. Table I).
congestion control scheme TCP-iriendly: We call this control square-increase/multiplicative-decrease.

k+1 Another way of illustrating TCP-friendliness is to compare
o= 3 g WFH-1our controls with binomial controls. In [4], the authors show
o max that binomial controls are TCP-friendly. We observe that for

2(k+1 ( - L wfn‘alx) F(L+1) ! e . ,
( ) Fzf kt1 every instance of the binomial controls, there is a corresponding

(4) point along the line wheré = 0 and0 < [ < 11in Fig. 1
which roughly gives the same control rules. For example, the
pointk = [ = 0 (marked as “AlAD” in Fig. 1) corresponds

to the special case inverse-increase/additive-decrease (IIAD) of

where the Gamma functioi( - ) is a constant. According to
Section Il,c in (1) is defined as a function ef and we have

==} binomial controls. IIAD has the following control rules:
¢= S b T (5) | 30
2 (1 — k%?ﬁwm_ax) F(k%l + 1) ncrease wii1 < wy + 2w,

. . : . Decr - 0.
5The use of history in the decrease rule was explored in [12]. Their control, ecreasew; — we — [

LIMD/H, uses the history of lossezcross‘measurement periods” to adapt its The only difference between IIAD and our AIAD is in the
backoff strategy, but its increase rule is still additive. Our schemes use hist

or 4 ; Y
in the increase ruleithin the congestion epoch to improve aggressiveness a?MYnC_jOW Increase faCtor-_'n lIAD, the factqr IS inversely pro-
convergence-to-fairness. portional to thecurrent window sizew;, while in AIAD, the
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TABLE |
SEVERAL SPECIAL CASES OFOUR TCP-FRIENDLY CONGESTIONCONTROLSUSING HISTORY
(k,1) | Increase rule [ Decrease rule [ Increase function

k=0,l =1, AIMD Wil — we + 505 wy — we — Pwy w(t) = wo + 525t

_ 1 3vB we—w _ 98 1 42
k-——ﬁ,l—l,SIMD Wil — Wt + 72(1-26/3) :UmaxQ wy +— wt — Pwe w(t)—wo-}-mwm

:O,l:% W41 <—wt+2\/w3—% wy — wt — B/ /wt w(t)=w0+§—%t

k=0,l =0, AIAD Wit1 — Wt + o= wg — wg — 3 w(t):wo—)'_ﬁ:,s:xl——ﬂt

factor is a constant whose value is inversely proportional tocrease the window size, in response to a step increase of avail-
wWax -6 NOtice thatw,,., records the maximum window sizeable bandwidth [9]. That is, the available bandwidth is increased
in the previous congestion epoch, thus its value is proportior®l a factor ofim. We define responsiveness as the inverse of the
to the time average ab; if the TCP congestion window hasnumber of loss events required for the connection to decrease its
reached steady state. In other words, IIAD and AIAD controlgindow by a substantial amount, in response to a step increase
are equivalent in steady state. However, when there is a suddénongestion [9]. That is, a decrease of available bandwidth by
increase in network bandwidth, AIAD’s linear increase rule ia factor ofm.
more aggressive than the IIAD’s sublinear increase rule. Table Il gives the approximate expressions of smoothness,
The above observation applies to all instances of binomidgressiveness, and responsiveness for AIMD, IIAD, SIMD,
controls, with only one exception &= 0,/ = 1, i.e., AIMD and AIAD controls. More details are given in [13]. Intuitively,
control, where our control algorithm degenerates precisely ttte smoothness index is proportional to the window decrease
general AIMD. However, as shown earlier, for the whole shadelivided by the average window size. Aggressiveness is deter-
area in Fig. 1, our controls can béjustedto be TCP-friendly mined by the window size increase function. Responsiveness is
[cf. (4)]. This gives the needed flexibility toontrol the tran- determined by the decrease rule.
sient behaviorFor example, as shown in the next section, by Numerical results in Fig. 2 show the tradeoffs among
exploiting the history informatiom .., SIMD control is able smoothness, aggressiveness, and responsiveness. Results for
to increase the window super-linearly (more aggressively thahAD are not shown here since they are similar to those of
AIMD) and shows much better transient behavior, without aftAD except that AIAD has higher aggressiveness. Fig. 2(a)
fecting TCP-friendliness. shows the inverse of aggressiveness of AIMD, SIMD, and
In this paper, due to space limitation, we only present result&D as the coefficient of variation varies. Their special cases,
for SIMD, AIMD, and AIAD as instances in the spectrum offCP AIMD(1/5,1/8), AIMD(1/10,1/16), IIAD(1,2/3),
Fig. 1. and SIMD(1/16) are also shown by points. Note that
AIMD(1/5,1/8) and AIMD(1/10,1/16) are parameterized
IV. TRADEOFFSAMONG SMOOTHNESS AGGRESSIVENESs  according to the TCP-friendly conditian = 33/(2 — ). The
AND RESPONSIVENESS inverse of aggressiveness is computed as the number of RTTs
. . . . . necessary to double the window size, ix.,= 2. Fig. 2(b)
In this section, we consider important properties of CORhoys the inverse of responsiveness of AIMD, 1IAD, and
gestion controls other than TCP-friendliness. These aggvip as the coefficient of variation varies. The inverse of

smoothness, aggressiveness, and responsiveness. Smoothggssnsiveness is computed assuming the target window size is
measures the variability in a connection’s window size ovelyf of the current window size, i.em = 2

time. High variability is not desirable. Aggressiveness measures-.qm this figure, we can see that SIMD has much higher

how fast a connection probes bandwidth as it becomes availahley e ssiveness (fewer RTTs) than the others, especially when
by opening up its window. Higher aggressiveness, implyingoh smoothness (low coefficient of variation) is needed. Mean-
potentially higher utilization, is desirable. Responsiveneggiie SIMD has a slight loss of responsiveness. In particular,
measures how fast a connection decreases its window Sgn shows up to order of magnitude better aggressiveness
in response to increased congestion. High responsivenesgigess than about 1.7 times lower responsiveness for about
desirable. _ . the same smoothness value. For example, we can predict that
Smoothness can be observed at different time scales [1]. Wﬁ\/ID(l/m 1/30), SIMD(1/30), and IIAD(1,2/3) have
consider short time scales since long-term smoothness Ca’&??ﬂparable smoothness when the average window size is 20.
affected by other dynamics in the system. We define sSmoo{lje,yeyer, SIMD(1/30) can react to a substantial increase of
ness as the variation of the window size of a connection duriggaiable bandwidth’ much faster. The smoothness—aggres-
one congestion epoch. In particular, we use the coefficient §{,eness relationship can also be inferred from Table II. For
variation of window size in one congestion epoch as a measyign A|MD and IIAD, aggressiveness varies in proportion to
of short-term smoothness. Note that the coefficient of variatioRa coefficient of variation. For SIMD aggressiveness varies

is not necessarily an accurate measure of smoothness, but §dsne square root of the coefficient of variation. Thus, when
adequate to give insight into the tradeoffs. We define aggrefiz ransmission rate is very smooth, SIMD has much higher
siveness as the inverse of the time needed for the CO”neCt'o%‘@ressiveness than AIMD and IIAD.

We should note that, we have not considered the effect of the

sUnlike our history-based AIAD control, memoryless AIAD increases it$€lf-clocking property of window-based schemes in our anal-
window by an amount that is constant over all congestion epochs. ysis of responsiveness. When there is a burst of packet losses,
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TABLE 1l

SMOOTHNESS AGGRESSIVENESSAND RESPONSIVENESSCOMPARISONS OF

AIMD, IIAD, SIMD, AND AIAD

| Smoothness | 1/Aggressiveness

1/Responsiveness

AIMD | 57 ml I log1_g)
[AD 0.418 (mZ-1)w? w(1-1/m)
W—38/2 38 B
SIMD | 725 s AW | log_g) &
AIAD vgfiaez 2(m;[1i)wl ng;lfm)
1200 : =
AIMD
—~ 1000 SIMD
5 \ TCP AIMD -
AIMD(1/5,1/8)  x
& L
S 800 AIMD(1/10,1/16) =
b5 IIAD(1,2/3) ©
§ 600 |- SIMD(1/16) =
5 400 |
on
<
200 |
0
Smoothness(CoV)
(@)
120 . :
IIAD ——
:—9\ SIMD ............
g 100 AIMD -
5 TCP AIMD -+
2 g0l ™ AIMD(1/5,1/8)
2 AIMD(1/10,1/16) =
* IIAD(1,2/3) ©
2 60 SIMD(1/16) =
[=1 N
(5]
2
2 40t
(@]
>
g 20
0

Smoothness(CoV)

(b)

Fig. 2. Tradeoffs of smoothness, aggressiveness, and responsiveness.tllht%r

that, for SIMD, aggressiveness is inversely proportional to the
square root ofn, and for AIMD and IIAD, aggressiveness is in-
versely proportional ten or evenm?2, respectively. Therefore,
largerm makes SIMD more favorable.

Remark: In the spectrum of controls in Fig. 1, SIMD is the
one whose aggressiveness grows the fastest. SIMD has the best
tradeoff between smoothness in steady state and aggressiveness
during transient periods. Ak increases, the spectrum of con-
trols have worse tradeoffs.

V. CONVERGENCE TOFAIRNESS AND EFFICIENCY

In this section, we first show the convergence of our SIMD
instance. Then we show that SIMD has better convergence be-
havior than AIMD.

We adopt the synchronized feedback assumption [15]. This
assumption is not realistic in real networks, and our analysis is
not a proof of convergence if this assumption does not hold.
However the analysis still provides an intuitive way to gain
insights. To show that multiple users with synchronized feed-
backs using our control scheme converge to fairness, we use the
vector space used by Chiu and Jain [15] to view the system state
transitions as a trajectory. For ease of presentation, we show a
two-user case. It is straightforward to apply the same technique
to the multiple-user case to reach the same conclusion.

As shown in Fig. 3, any two-user resource allocation can be
represented by a poitX (x4, o), wherex; is the resource allo-
cation (normalized by total capacity) for thh user;i = 1, 2.

We define the fairness index asix(z1 /w2, z2/x1). If the fair-

ness index is closer to unity, the resource allocation is more fair.
The linex; = x» is the “fairness line.” The ling; + 25 = 1is

the “efficiency line.” The goal of control schemes is to bring the
system to the intersection of the fairness line and the efficiency
line. When the system is under-utilized, assuming < z»
without loss of generality, AIMD increases the resource allo-
cation of both users by a constant. Fig. 3(a) shows the trajectory
to X’ parallel to the fairness line. This movement improves fair-
ness, i.e., reduces the fairness index. Then both users use mul-
tiplicative decrease, which does not change fairness. Hence, as
the system evolves, AIMD brings the resource allocation point
toward the fairness line, finally oscillating around the efficiency
line.

For SIMD control, we first observe Table I. We can see that
the window size of a connection increases in proportion to
1/wmax OF 1/z; here fori = 1,2. Thus, as shown in Fig. 3(b),
increase trajectory emanates froafz,,z2) with slope

(a), we assume available bandwidth is doubled. For (b), we assume #hg/Z2. Indeed, at any point between the two lines emanating
window is reduced to half, i.e;n = 2. The initial average window size from the origin with slopesc; /22 and z;/z;, the resource
W before bandwidth changes is 20. (a) Aggressiveness versus smoothnﬁﬁ&cationX/ is more fair thanX as it reduces the value of the

(b) Responsiveness versus smoothness.

fairness index. Therefore, the increase phase of SIMD improves
fairness. Since like AIMD, SIMD uses multiplicative decrease,

since the connections are acknowledgment (ACK) clocked, ittlse decrease phase of SIMD does not change fairness. Hence,
possible that the congestion window size is reduced to one daldID converges to fairness and efficiency.

to a retransmission timeout regardless of which control is used We also analytically compare the convergence time of SIMD,
Therefore, SIMD’s slight loss of responsiveness is even less iIMD, and binomial control schemes. We still assume synchro-
ticeable in such scenarios. This observation is validated by mized feedback and use Fig. 4(a) to illustrate the process of con-

simulations in Section VI-B2.

vergence. For ease of analysis, we choose the variables to be

If we use a larger factom for the sudden increase and dethe actual window sizegw;, ws). The convergence time con-
crease of available bandwidth, the advantage of SIMD’s aggressts of two partsi?, the time it takes the control mechanism to
siveness is more pronounced [14]. We can observe from Tabléting an arbitrary initial poinfWy, W), whereW; < W5 and
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Fig. 3. Convergence of AIMD and SIMD. (a) AIMD trajectory. (b) SIMD
trajectory.

(b)
Fig. 4. Comparison of convergence speed. (a) Metrics definition. (b) AIMD
versus SIMD.

Wy + W, < W, close to the efficiency liney; + wy = W7

and13, the time until the difference between the two user wirsur controls to standard TCP [17], generalized AIMD [3], and

dows stays within a certain small bound, ijes; — wa| < €. 1IAD [4], in terms of smoothness, responsiveness, and aggres-

Ty andT; are measured in RTTs. We also denote the differensiveness. In most simulations, we also include AIAD. In addi-

between the two user windows aftEr asA. Due to space lim- tion, we investigate the way two homogeneous flows converge

itation, we only present the main results here in Table Ill. The their bandwidth fair share and show that our SIMD algorithm

detailed analysis can be found in [13]. outperforms other algorithms. Details about the implementation
We numerically solve the above equations for different initiadf SIMD in the nssimulator are described in [14].

points. Fig. 4(b) shows the regions for which SIMD wijth= Unless explicitly specified, in all of the experiments, RED is

1/16 converges faster/slower (i.€[; + T> is smaller/larger) used as the queue management policy at the bottleneck link. The

than TCP-friendly AIMD with3 = 1/16 fore = 1 andW = bottleneck queue configuration and other simulation parameters

100. In most cases, SIMD converges faster than AIMD. Numegre listed in Table IV,

ical results also show that IIAD withh = 1 andg3 = 2/3 is The bottleneck queue size and RED queue parameters are

much slower than AIMD and SIMD in all cases. tuned as recommended in [18]. The “gentieption of the RED
gueue is turned on as recommended in [19]. We chgbse
VI. SIMULATION RESULTS 1/16 for SIMD and AIMD (and, thusp = 1/10 for AIMD

We use thens simulator [11] to validate that with RED [16] t0 ensure TCP-friendliness). For A, = 1 andf = 2/3.
gueue management, our proposed controls, most notably SIMOF AIAD, 8 = 2/3. For ease of presentation, in the rest of

are TCP-friendly and TCP-compatible. In addition, we compafBis section, we will call these implementations by their family
name, e.g., AIMD foAIMD(1/10, 1/16) when there is no con-
"Note that for ease of analysis we assume a small buffer is usedfgkjon. We use SACK [20] for congestion detection. We also
the bottleneck, i.e., packets start to get dropped once the efficiency line is. . . .
reached. However, adding more buffer space does not qualitatively cha fained similar results for other mechanisms such as Reno and
the conclusions. NewReno. We assume no delayed acknowledgments.
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TABLE Il
PERFORMANCEMEASURES ONCONVERGENCE TOFAIRNESS AND EFFICIENCY.
Algorithm | T: (RTT) [ A | To (RTT)
TCP W-Wi—W, Wy — W, W log1/2 &
W—W,—W3)(2—8 =)W
AIMD — 'i—v:+)(j ‘/5/21_‘;411 — logl—ﬁ %
IAD | k5 ((H2ma2)? — oW + W3) + W?) gt % logi_ap/w &
2 W1 Wo (W —-W; —Ws) w V2ZW €
SIMD_| 5~ —gé)\/ﬁ(lz—ﬁ) G | @ wim) W = W) | F¥ log g §
TABLE IV Since all controls studied in this paper use the same timeout
NETWORK CONFIGURATION mechanism as standard TCP, and they carefully calibrate the
Description I Value values of their parameters during congestion avoidance to
Packel size 1000 bytes match standard TCP, they can achieve comparable throughput
Maximum window 128 packets as standard TCP for very high and low loss rates. However, for
TCP version SACK the loss regime in between, it becomes hard, if not impossible,
TCP timer granularity 0.1 seconds

RED queue limit Q

2.5 x B/W delay product

DropTail queue limit

1.5 x B/W delay product

RED parameters

ming,: 0.15Q, mazp: 0.5Q, wgq:0.002

maxp:0.1, wait_ on, gentle_ on

'SIMD(1/4) ——

14+ :
2 SIMD(1/8) -—----
= SIMD(1/16) %=+ -
2 AIMD(1/5,1/8) @
: gl Fonam, T RLTR |
s N X, <
ﬁ 0.8 + ‘x.n*.»*»_-.)tj’
E *oxo
S o6t —
<
E o4t
z

02

0.001 0.01 0.1

Fig. 5. TCP-friendliness.

Loss Rate

A. TCP-Friendliness and Compatibility

1) TCP-Friendliness:We conduct the following experiment

to obtain« and 8 values that would approximate well both
congestion avoidance and exponential backoff components of
the TCP-friendly equation [3].

Nevertheless, in the worst case with loss rate around 15%,
SIMD(1/16), which is the worst among all SIMD controls
considered, can achieve at least 75% throughput as stan-
dard TCP, and performs much closer to standard TCP than
AIMD(1/5,1/8).8 Given the fact that most parts of the Internet
are experiencing less than 5% loss rate [22], our control is
TCP-friendly under these conditions.

2) TCP-Compatibility: We use the method described in [1]
to test TCP-compatibilityn. SIMD flows andn standard TCP
SACK flows compete for bandwidth over a shared bottleneck
link. There are also four background TCP flows transmitting
packets in the opposite direction to introduce random ACK de-
lays. We consider both RED and DropTail queues. Fig. 6 shows
the simulation results for RED queues without ECN bitSset.
Results are shown for a bottleneck link bandwidth of 15 and
60 Mb/s. The measured average round-trip delay is around 0.1 s.
Each point in the graph represents the throughput of an indi-
vidual flow in the last 60 s, and the dashed lines represent the

to test the TCP-friendliness of our SIMD control. A single ﬂov\fverage throughput of SIMD and standard TCP flows. In the

under investigation is traveling through a single fat link with in

ower graphs, we also plot the packet loss rate.

As can be observed from the graphs, when the loss rate is
w, SIMD achieves very close throughput as standard TCP.
hen the loss rate exceeds a certain level, SIMD achieves a
1%Sghtly lower average throughput. This is partly due to the
ason we illustrate in Fig. 5. Another possible explanation is
at when severe congestion happens, SIMD cannot compete
g\éell against standard TCP since compared to TCP, SIMD opens
IS congestion window more conservatively at the beginning of

finite bandwidth and buffer size. However, the link drops an iq—
coming packet uniformly with probability. We vary the loss 0
rate p and compare the normalized long-term throughput
SIMD (with respect to standard TCP measured over 3000 R
for different 8 values and plot them in Fig. 5. For compariso
we also plot the throughput fIMD(1/5,1/8).

We notice that all of the curves have a dip when the lo
rate is moderate. A close look at the TCP-friendly equatid
[21], shown at the bottom of the page, can reveal one possiblerhe weakness ok IMD (v, 3) with small 3 under intermediate loss condi-
explanation of this abnormality. When loss rate is low, TCnsisalsoreported in[1], [3]. The authors try to compensate for the bandwidth
mainly stays in thecongestion avoidancatage, and AIMD 0% B nCeesra e e o Moneer e ool o (e
CQ”UO' dominates the equat'c)“: V_Vh'le when IO.SS_ rate Is Ve€l¥indard TCP and become less TCP-friendly. Therefore, we maintain the theo-
high, TCP spends most of its time retransmitting packetstical o values throughout our simulations.
and theexponential backoftontrol dominates the equation. °Similar results were obtained for RED queues with ECN bit set [14].

max 1

B R | 553255 + To min (173,/%@ p(1 4 32p?)

Ap, @, B) = min



348 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 11, NO. 3, JUNE 2003

|
N
[

257 TéP Flows

SIMD Flows x
Mean TCP - 7
Mean SIMD

TCP Flows
SIMD Flows
2r Mean TCP - 1
Mean SIMD - .

15 - . ¢ 4 b

[
T

W
T
L

pes
x

X

o
W
T

1

05 r

Normalized Throughput
e
BEoolil s
Eiss o
fo2e s
Normalized Throughput
—
g x
s
E
R
B
A
A
£ 8

(=)
o

—
W
—
(=)

,_
<
T

L

———t
———

"
0 IR | L !

0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70

n=Number of TCP Flows=Number of SIMD Flows, n=Number of TCP Flows=Number of SIMD Flows,
15 Mb/s RED 60Mb/s RED. no ECN

Loss Rate (%)
W

|

Loss Rate (%)
w

Fig. 6. TCP competing wit§IMD(1/16), RED without ECN.

25T - r T T . . . 25 : : . : : ; -
- : TCP Flows - : TCP Flows
2 SIMD Flows 2 SIMD Flows ~ x x
% 2T Mean TCP - - . , e g 2r Mean TCP - " N ]
8 Mean SIMD . . - 2 g Mean SIMD = »
£ 15¢ « * : p : J £ 15¢ . % % Y 4
5 % i : # 5 N z, 3 %
51 S b ﬁ ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, |51 4 P " L
N 1r, ? % o § 4 N I S "‘é g g S S— J
= x X Q e = P
£ £ ¥ ¥ B
8 05r 2 X L | 5 05k i
Z * 4
O 1 1 1 )I(, 1 e 1 0 1 1 1 1 1 1

0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
g 15 . - - : . . g Is . - : - T T
C| ] B
s ST e . 25t o
S 0 P . . . . § 0 . e

0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70

n=Number of TCP Flows=Number of SIMD Flows, n=Number of TCP Flows=Number of SIMD Flows,
15Mb/s DropTail 60Mb/s DropTail

Fig. 7. TCP competing wit8IMD(1/16), with DropTail.

each congestion epoch. Therefore, when the time between BioSmoothness, Responsiveness, Aggressiveness
consecutivg packet losses is short, the more aggressive TCIf) SmoothnessAs revealed by the study in [1], the
tends to gain more throughput. However, in a reasonable 195§q_term smoothness of traffic is mainly determined by packet
regime with loss rate below 10%, SIMD shows very impressi§sg patterns and it tends to follow the same distribution at
TCP-compatibility:® _ _ large time-scales (more than 100 RTTs), regardless of which
We also found that with DropTail queue management,ngestion control is used. We thus focus our simulation on
as shown in Fig. 7, SIMD can still be TCP-friendly andy,qrt term smoothness and use the simulation code contributed
TCP-compatible. The difference, compared to the RED queyg 1] 1o study the traffic generated by the congestion controls
experiment, is that the variance becomes larger and SIMD n@QWqer investigation. To this end, we letsuch flows compete
gets slightly less share of bandwidth. Note that the assumptigR 5 pottieneck link (with capacitg’) with another standard
of randomized packet losses made in our analysis does Belp fios. There are also some TCP flows traversing in the
apply to DropTail. Under DropTail, packet losses are morg,,site direction to introduce random ACK delays. In Fig. 8,
qorrelated. We conjecture thgt bece_luse the RTTs of CONNGEs show the case for = 16 andC = 60 Mb/s, which corre-
tions are_randomlzed m_the s_|mulat|on, the chance of haV'QBonds to roughly 0.3% packet drop rate. The bottleneck queue
synchronized packet arrivals is small, and the side effect Ogﬁ'ategy is RED with ECN enablédEach graph shows one
DropTail queue (correlated drops for each flow) is thus not §s throughput on the congested link during the time interval
significant:* between 250-270 s of a 500-s simulation. The throughput is
averaged over 0.2-s intervals, which correspond to twice a
10Note that in case of 60-Mb/s link and less than four flows, the Iengtp/plc'(’;‘fI RTT for thls. simulation. As in [5], we also plot the time
of the measurement period (60 s) is too short compared to the Iengthq}fWh'Ch a packet is marked at the bottom of each curve.
each congestion epoch (more than 40 s), thus, the variance of the result¥Ve can observe from the graphs that all four controls,
appears to be large. AIMD, IIAD, SIMD, and AIAD, have roughly the same scale

1iSimilar results were obtained for AIAD competing for bandwidth with TCP
[14]. 12Similar results were obtained with ECN turned off [14].
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Fig. 8. Traffic smoothnesd6 + 16 flows, 60 Mb/s link, RED with ECN. (apAIMD(1/10,1/16) with TCP. (b) IIAD with TCP. (c)SIMD(1/16) with TCP.
(d) ATAD(2/3) with TCP.

of short-term burstiness, with SIMD having a little largepens, TCP increases its congestion window more aggressively
variation. This agrees with our analysis (cf. Section 1V). land gets higher throughput than AIMD, which eventually gives
particular, by plugging in equations of Table Il the values wep the fair share it deserves. SIMD overcomes this problem and
choose in our simulation g8 = 1/16 for AIMD and SIMD, can achieve throughput close to TCP in this scenario.
and 5 = 2/3 for IIAD and AIAD, and since the average 2) Impulse ResponseTo better illustrate the aggressiveness
window size in this simulation is about 23 packetslior~ 23, and responsiveness properties of different controls, we now
we find that the order of the coefficients of variation of thesstudy the behavior of different controls responding to impulse
controls (from low to high) is IIAD (and AIAD), AIMD, and disturbance from a periodicaN/OFF constant-bit-rate (CBR)
SIMD. Our experiment results show that this is indeed the caslew.14 The model is similar to the square-wave model used
Results for a decrease&d of 15 Mb/s (thus, increased con-in the simulation study of [23]. In the experiment, we let the
gestion level to nearly 5% loss rate) can be found in [14]. WEBR flow alternate betweeaN and oFF state, each of which
observe that the smoothness of all four controls becomes wola#s fort.,, andt.«, respectively. The sending rate of the CBR
when the network becomes more congested. This is again duiae during the active period is set tptimesC, the capacity
the self-clocking mechanism of window-based congestion caofi- the bottleneck link. We intend to see the effect of such
trol. With a smaller average congestion window, the chance thmtndwidth oscillation on the transmission of a long TCP flow
a retransmission timeout happens becomes higher, so doeausiiag the control under study. The results reported here are for
chance that the congestion window reduces to one. We this= 1.5 Mb/s, average end-to-end RTT (including queueing
can observe abrupt reductions of the sending rate more fdelay) = 100 ms,t,, = 30 s,t,g = 30 s, andy = 0.5.
quently. Although, in general, AIMD, IIAD, AIAD, and SIMD Both flows start around time 0 with some random disturbance.
still exhibit smoother transmission than TCP, it appears not edslg. 9(a)—(c) plots the congestion window value of different
for window-based schemes to achieve high smooth##@$ss controls over time period [480:600].
is probably a common weakness of window-based schemesWe also prolong our simulation to repeat this impulse dis-
On the contrary, equation-based schemes [5] can achieve Higtbance pattern and measure the average aggressiveness and
smoothness even when the loss rate is high. responsiveness according to our definitions in Section 1V and
We also observe that the throughput of AIMD degrades sigeport these data in Table V. We choose the steady-state error to
nificantly. IIAD and AIAD also get less than their fair sharebe one packet within the target window size, and the simulation
This is in part due to the reason mentioned in Section VI-Alesults are shown in the form of 95% confidence intervals.
that is, AIMD becomes less competitive than standard TCP inAs expected, standard TCP is highly variable, IIAD and
this loss regime. The other reason, we conjecture, is that AIMBIMD are the smoothest since the average window size is
control does not give any preference to the sender with smaller

congestion window (cf. Section VI-C). Thus, when no loss hap-14To make the graphs more readable, we use error detection mechanisms of
TCP NewReno, instead of SACK, so that different controls detect and react to
13The use of the Limited Transmit algorithm can avoid some of the retransrioss at about the same time, in response to duplicate acknowledgments. Using
timeouts to get slightly smoother rate. TCP SACK does not gqualitatively change the conclusion.
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Fig. 9. Impulse response to square-wave CBR flow.

TABLE V

QUANTITATIVE MEASURES

modification at both sender and receiver sides. Fig. 9(d) shows
the result of SIMD versus TFRC with default settings. It is
evident thatSIMD(1/16) and the default TFRC have similar

Algorithm 1/Aggressiveness (RTT) 1/Responsiveness (losses) h ¢ .
simulation | analysis | simulation | _analysis smoothness at steady state, and SIMD is more aggressive in
TCP (12.8,14.1) 14.7 (1.54,1.63) 1 probing bandwidth but less responsive to bandwidth decrease.
AIMD | (108.1,110.7) | 117.6 | (3.85,5.19) 10.7
UAD | (172.8,176.0) | 181.5 | (4.20,5.82) 16.5 C. Convergence to Fairness and Efficiency
SIMD (31.6,34.6) 415 (4.21,5.47) 10.7 _ _ _
ATAD (1033,107.9) | 121.0 | (3.73,4.81) 16.5 In this section, we assume a homogeneous protocol envi-

ronment, i.e., all flows use the same algorithm for congestion
control. We then vary the network configuration to study the

larger than 10, at the expense of slow response to bandwidtnvergence time of different algorithms.
increases. With similar smoothness, SIMD is much more We use the topology shown in Fig. 10 to perform this ex-

aggressive than AIMD, IIAD, and AIAD. In addition, AIAD is periment. In the beginning of the simulation, there are+ 1

more aggressive than IIAD. Notice the close match between ttennections sharing linfo1, 2), two connections sharing link

simulated measure of aggressiveness and the analytical resyit®,53), andc, + 1 connections betwedrs andb4. Link band-
Aggressiveness of a congestion control is directly related wadths and delays are shown in the figure. At time 400, all back-

how much bandwidth a flow can get when it is competing witround flows terminate and only two flowsl(-r1) and (s2-72)

other flows. It has been shown in [23] that the set of slowlgtay to compete for the bottleneck lifi, b3). We use packet

responsive congestion controls proposed so far all tend to s&ze of 500 bytes in these experiments.

ceive significantly less bandwidth than competing standard TCP1) Convergence to Fairnessl/; + Wo =W, W; < Ws): We

flows in a highly dynamic network environment. However, sincereate this scenario to study the convergence time to fairness

SIMD maintains good aggressiveness property, the loss of bagden that the initial poin{ Wy, W5) is on the efficiency line

width is relatively minor (cf. Fig. 6). (w1 +we = W). To create this setup, we let = 15, ¢o = 0,
Notice that the responsiveness of a control is hard to mea= 6 Mb/s, andy = 6 Mb/s. So the bottleneck link for flow

sure due to the extreme way TCP responds to a burst of losgeg, r2) remains link(62, b3), but for flow (s1, 1), the bottle-

which will occur when it sees a sudden decrease of bandwidtteck changes from linkb3, b4) to (b2, b3) at time 400. We can

In this case, all TCP flows reduce their congestion window tmso compute thaty’ ~ 110, W7 =~ 7, andW, = 100. Fig. 11

one regardless of which congestion avoidance strategy is uggldts the transient behavior of the congestion window of dif-

However, we still show the measured responsiveness in Tabléevent protocols.

to provide a qualitative comparison. Generally speaking, theWe observe that standard TCP has the highest convergence

smooth transmission of a slower responsive flow comes at thgeed, and IIAD generates the smoothest but least responsive

cost of more packet losses when available bandwidth is sudhffic. Itis worth noticing that in this scenario, where significant

denly decreased. bandwidth change happens, our proposed algorithm converges
For completeness, we compare the impulse responsenuich faster than AIMD to the fair share of the bandwidth.

SIMD with the equation-based TFRC scheme [5], which Table VIgives the convergence time to fairn€gs). Here we

also uses history information but is rate-based and requingsee = 10 packets (cf. Section V). The theoretical value is also
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TABLE VI
QUANTITATIVE MEASURES ONCONVERGENCETIME
Algorithm Experiment 1 Experiment 2
W1 Wa T> (RTT) Wi Wa T (RTT) A (pkts)
simu | anal simu | anal | simu | anal
TCP 6.1 | 99.6 | 68.0 | 88.7 8.8 13.8 S5 43.7 5.8 6.0

AIMD 79 | 992 | 776 | 1217 || 12.7 | 31.0 | 349 342 186 | 183
IIAD 7.7 | 99.8 | 4232 | 6684 || 11.8 | 31.2 | 1284 | 1242 | 8.1 7.6
SIMD 6.6 [ 963 | 218 852 10.2 [ 332 90 851 [ 136 | 123

€1 flowS s C2 floWS mmmagem

two competing flows to quickly transit to the fair steady state,
since the flow with smaller window grows more aggressive than
the one with larger window. IIAD takes a much longer time to
converge due to its inherent weak aggressiveness (sublinear in-
crease).

We also give convergence time to efficieriEyin Table VI.
Analytical results closely match the simulation results.

all access links 10Mbps,5ms VI | . R ELATED WORK

The earliest congestion controls known are Jacobson’s TCP
Tahoe [17] and Ramakrishnan and Jain’'s DECbit scheme
24]. To provide smoother transmission rate than that given

rﬁ/ TCP, several TCP-like window-based congestion control
can be made from the table.

. ; . . . mechanisms have been proposed, including the general AIMD
First, the simulation results agree with the theoretical analy: prop 9 9

in the ranking of various protocols except that all measured cjrjﬁ-’ [3] and TEAR [2]. These mechanisms use a moderate

. . WII’idOW decrease parameter to reduce rate variability, mean-
vergence times are smaller than the corresponding theoretic

values. This is expected since our analysis is based on sync Wﬁlle using a matching window increase parameter to satisfy
nized feedback assumption, and routers that do not differentiat P-fr|.endl|ness. - .
among flows when dropping packets. In contrast, in the simula- onlinear Contrpl was initially considered not robust and not
tion, we use RED, so flows with larger window sizes would sedlitable for practical purposes [1.5]' Qn the contrary, .Bansal
more packet drops. In other words, RED helps the converge/fil¥l Balakrishnan [4] proposed binomial controls that interact
speed to fairness. well with TCP. BlnomlaI. control§ are memoryless in that they
Second, SIMD benefits from RED much more than othéfS€ only the current window size in their control rules. Our
schemes. Th&, value from simulations is much smaller tharFontrols are fundamentally different from memoryless binomial
the value obtained from analysis (shown in boldface). This §@ntrols. To our knowledge, not much work has focused on
because RED allows SIMD flows with smaller windows to ex{sing history information in control rules (an exception is [12]
perience fewer packet losses, which gives them a better cha#¢ch uses history to adapt its backoff strategy). We proposed
to become more aggressi¥eOn the contrary, AIMD does not and evaluated the first set of window-based TCP-friendly con-
fully capitalize on the random loss property of RED since itgestion controls that use history information to improve tran-
window increase rate does not change. As a result, SIMD cdient behavior without sacrificing smoothness in steady state.
verges to fairness much faster. Another approach to provide smoother transmission rate is
2) Convergence to EfficiencyV; < W, <W/2): To create equation-based congestion controls [5]-[7], first proposed in
such scenario, we let; = 11,¢c; = 3,z = 6 Mb/s, and [25]. Inthese schemes, the end-systems measure the packet loss
y = 10 Mb/s. So initially the bottleneck link for flows1,r1) rate and RTT, and use the TCP-friendly equation [21] to compute
is (b1,52), and for flow(s2,r2) the bottleneck i$b3,b4). But the transmission rate. Two comparisons [1], [9] of equation-
at time 400, both of them switch to link2, b3). Roughly, we based and window-based congestion controls have shown that
haveW =~ 110, W7 = 10, andW;, = 30. We canthenstudy;, equation-based schemes and window-based AIMD share similar
the convergence time to efficiency of different control schemegansient behavior but equation-based schemes provide higher
Fig. 12 plots the transient behavior of different protocols.  smoothness. However, the aggressiveness of equation-based
The advantage of our SIMD algorithm is more pronouncesthemes is limited by the nature of rate-based control, which
in this scenario. TCP is still the fastest responding protocol, ks a self-clocking mechanism for overload protection as in
still at the expense of high variability in steady state. In addjyindow-based control. In [23], Bansat al. add a parameter
tion, general AIMD suffers from the problem of convergencg control the degree of self-clocking in the equation-based
efficiency, i.e., all flows have the same window increments, $®ntrol to enhance its safety in deployment. They also compared
before packet loss happens, they increase their congestion Wifich enhanced control with other slowly responsive but smooth
dows at the same rate and, thus, do not efficiently convergedghgestion control schemes such as binomial controls. Their
the fair share. On the contrary, our SIMD algorithm allows thgmy|ation results show that all schemes become less competitive

15Recall that the congestion window size of a SIMD connection increasesi@ Standard TCP in a highly dYnam'C environment. They also
proportion tol/wyax. have the problem of converging slowly to fairness in case

Fig. 10. Simulation topology for convergence test.

given in the table for comparison. The following observatio
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Fig. 12. Two flows converge to fair share of bandwidth. (a) TCPARID(1/10,1/16). (c) IIAD. (d) SIMD(1/16).

of sudden increase/decrease of available bandwidth. Notalbggime where the bandwidth-delay product is high and losses
equation-based schemes use more history information upate random. In [29], Mathist al. studied the relationship be-
eight congestion epochs [5]. Therefore, our work is a stéyween TCP throughput and packet loss rate when TCP is in
toward enhancing transient measures like aggressivenesscbiggestion avoidance mode and came up with the well-known
exploring the design space between window-based memorylés€dP-friendly equation. Padhy al.[21] extended this method
control schemes and equation-based schemes that makeamk used a stochastic model that also captures the effect of
of longer history. TCP’s timeout mechanism on throughput. Altnetral.[26] an-

Much of the literature has focused on the modeling of TC&lyze TCP throughput under a more general loss process which
congestion control [21], [26]-[31]. Ottt al. showed that if is assumed to be stationary. The model thus can account for any
packet losses are independent with small probabhilithe av- correlation and inter-loss time distributions. Recently, lehal.
erage window size and long-term throughput are of the order[8fL] presented a duality model of TCP Vegas congestion control
1/,/p. Lakshmaret al.[28] studied the properties of TCP in amechanism [32].
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VIII. CONCLUSION w(t) = Wi — BW! + et

We proposed a spectrum of TCP-like window-based con- Wi Wig1
gestion controls. Unlike memoryless controls such as AIMD / \/
and binomial controls, our controls utilize history information. \

They are TCP-friendly and TCP-compatible under RED queue \

management. They possess different smoothness, aggressive

ness, and responsiveness tradeoffs. Thus, instances from ou &
spectrum can be chosen as the transport schemes of various af \
plications, for example, streaming applications on the Internet
which are required to be TCP-friendly and need SmOOthneSSFﬂj. 13. Window increases with time, and decreases on packet losses.
transmission rates. We conducted extensive simulations using

the nssimulator. In particular, we presented simulation resul%lsnd the number of packets in each epoch is given by
of SIMD, AIMD, and AIAD as special instances. Analysis
and simulation were used to demonstrate the TCP-friendliness
and TCP-compatibility of our controls, the possible tradeoffs
among smoothness, aggressiveness, and responsiveness, as — (W= pwhT + _ € pu
well as better convergence behavior of our SIMD instance. The - w1 ’
code for ourns implementations and the simulation script:

Time

T
X = / (W — W' + ct*) dt
J0

. ) ) For the congestion control to be TCP-friendly, the throughput
used for this paper are available on I|ne-[33]. . and loss rate relationship must hold. Without considering the
To summarize, most encpuragmgly, N & New .dESIQI’] SPafact of TCP’s timeout mechanisms, the relationship. is=
where control rules use history information, window-base 3/2/(R\/B). where) is the average throughput aritls the
congestion control mechanisms can be TCP-friendly, and s JI'T. We havéA — X/(TR), i.e., average throughput is the
provide smoothness as well as better transient behavior. Tfﬁ%ber of packets between two consecutive losses divided by

can solve the problem raised by slowly responsive congestig time (in seconds) between the two losses. We alsohave
controls. Given that equation-based congestion control scherrﬂ?%_ Plugging them into thé), p) relationship, we get
use longer history, we believe comparisons between equation- ' '

based schemes and our scheme remain an interesting future G
work. c= 3

2 (1= W)

Notice that herev,,.x is equal toW, by definition. Therefore,
under the periodic loss model, this definition satisfies TCP-

This Appendix explains our choice of in (4), or equiva- friendliness.
lently, the choice of: in (5) to make our control scheme TCP- 2) Random LossesNow we consider a random loss model
friendly. We assume packet losses occur randomly with a fixééhere the losses are Bernoulli trails: packets are dropped uni-
probabilityp, and the window size variation is small. We do noformly with a fixed probabilityp. Consider the random process
consider the effect of TCP’s timeout mechanisms. {Xi} whereX; is the number of packets sent in tile epoch up

We first derive the value of under the periodic loss model.to but not including the first packet lost. Given the random loss
Then using approximation, we derive it under the random log¥del, the probability that packets are acknowledged success-
model. We show that the two values from the two models diffélly before the first loss is
only by a small constant. . ; )

Consider many congestion epochs where the window in- PlXi =j1=( _?)]“ §=0,1,2,...
creases and decreases alternately in steady state, as shown rpet, p<LL

n F.|g. 13. LetW; pe the window Sze in .the.beglnmng of et T; denote the number of rounds between two consecutive
the ith epoch. In this epoch, the window size is decreased [0

Wi — BW!, then increased by, sa§;, packets, tdV;; before loss eventsT; can be computed b¥; divided by the average

the first packet loss happens. Assumfe packets are sent W|_ndow size i th_ath eP.OChw“ |.e.,T7;_ = Xi/wi. Using (1),
A this results in a window increase of size
successfully in this epoch.
1) Periodic Losses:Under a periodic loss model, the I ~c Xi
window size increase and decrease are deterministic. Both ¢ '
and X; are constants, denoted B5 and X, respectivelyl; is

BWi=mT.  (9)

APPENDIX A
TCP-FRIENDLINESS OFOUR CONTROL

wi

a constant equal t617". Computmgl;?}[[t-]t;]s d|1ff|<;ult since X,L-_atr_ld w; are (l:lorrelater:j.
Given the window increase function (1) in Section I, we CaHowever, when the window size variation IS small enougn, we
ignore such correlation and use the time-average window size

compute the duration (in RTTs) of each congestion epoch as? .
w to approximatear;. Therefore

I\ 1/u A\ U
C w
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Then the expected window increase is [13]

ElL] = ZL’P[Xz’ = J

[14]
N (N oy
~ Z c ( w> (1=p)p
Jj=0 [15]
oo .fL' u
~ cl—= e P dx
/0 (117) b [16]
_ Llurl) (10)
(pw)~ [17]

Note that, under the periodic loss mod&l, = 1/p, andT; =

(18]

X;/w = 1/(pw). Therefore
Ell] = — ay
NGO [20]

For TCP-friendliness, we need to equalize the expected
window increasesF[I;] under both loss models. In steady [21]
state, the expected increase of the window size is equal to
the expected decrease of the window size. Under both logs,
models, the expected decreases of the window size are roughly
equal, given the same loss rate and roughly the same averalgél
window size. Therefore, we need only to equalize the expected
increases under both loss models. Noticing the only differencg4]
between (10) and (11) is a factor Bfu + 1), we only adjust
the definition in (9). Thus, we get (5), and equivalently, (4).

Considering that the random loss model is obviously morgzs)
realistic, we use the definition in (4) and (5) in this paper. In
Section VI, we use simulations to validate the TCP-friendIiness[;ZG]
of SIMD under a wide range of loss rate.
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