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Abstract

In this paperwe presenta novel approachto continuouswhole-sentenc&SL recognition
that usesphonemesnsteadof whole signsasthe basicunits. Our approachs basedon a se-
guentialphonologicaimodelof ASL. Accordingto this modelthe ASL signscanbebrokeninto
movementsandholds,whicharebothconsideregphonemes.

This modeldoesaway with the distinctionbetweenwhole signsand epenthesisnovements
thatwe madein previouswork [14]. Instead gpenthesisnovementsarejustlike the othermove-
mentsthatconstitutethe signs.

We subsequentlyrain HiddenMarkov Models(HMMSs) to recognizethe phonemesinstead
of whole signsandepenthesisnovementgshatwe recognizedreviously [14]. Becausehe num-
ber of phonemess limited, HMM-basedtraining and recognitionof the ASL signalbecomes
computationallymore tractableand hasthe potentialto leadto the recognitionof large-scale
vocahularies.

We experimentedvith a 22 word vocahulary, andwe achieved similar recognitionrateswith
phoneme-andvord-basedapproachesThis resultis very promisingfor scalingthe taskin the
future. We planto conductmore experimentsthat will demonstrateéhat using phonemesan
improve bothrecognitionratesandcomputationatompleity.

1 Introduction

Gesturesredestinedo play anincreasinglyimportantrole in human-computen-
teractionin the future. Humansusegesturesn their everyday communicationwith
otherhumansnotonly to reinforcethe meaningghatthey corvey throughspeechput
alsoto corvey meaningthatwould be difficult or impossibleto corvey throughspeech
alone. Surely to make human-computeinteractiontruly natural,computeramustbe
ableto recognizegesturesn additionto speechFurthermoregestureecognitionis an
importantpartof virtual reality environmentswherethe usermustbe ableto manipu-
latethe ervironmentwith his hands.

Closelyrelatedto thefield of gesturerecognitionis thefield of signlanguageaecog-
nition. Becausesignlanguagesrethe primarymodeof communicatiorfor mary deaf
people,and becausehey are full-fledged languagesn their own rights, they offer a
much more structuredand constrainedresearchervironmentthan generalgestures.
Thanksto linguistic researctsincethe early 1960s,the propertiesof signlanguages,
especiallyof American Sign Language(ASL), have becomewell-understood. For
thesereasonssign languagerecognitionoffers an appealingtestbedfor researching



themoregeneraproblemsof gestureaecognition.Lastbut notleast,working signlan-
guagerecognitionsystemswvould alsomale the interactionof deafpeoplewith their
surrounding®asier

Possiblythe mostsignificantpropertyof signlanguagess thatsignsdo not consist
of unanalyzablavholes. They canbe brokendown into partsin a systematiananney
muchlike wordsin spoken languageganbe broken down. Sucha breakdavn is an
essentiaprerequisitefor building truly scalablesystemswith large vocahularies (or
gesturesets).

Yet, to date,researcton systematicallybreakingdown signsinto their constituent
partsfor recognitionpurposesasbeensketchy If suchresearctaddressetheproblem
atall, it followedtheearlytranscriptiorsystenof ASL by Stokoe[12]. Thissystemhas
severalshortcomingsthemostseriousof thembeingthatit treatsall aspect®f signsas
occurringin parallel. More recentresearchn thelate 1980sandearly1990shasshovn
thatsequentialityis averyimportantfeatureof signlanguagesandthatit shouldin fact
bethebasefor agoodphonologicamodelof ASL [7, 2].

In this paperwe explorethe possibilitiesof basingcontinuousyhole-sentencASL
recognitionon a sequentiaphonologicalmodel. Our focusis strictly on phonology
We do away with the distinctionbetweenwhole signsandepenthesisnovementshat
we madein previouswork [14], andunify themin a single phonologicalframenork.
Epenthesisnovementsarejustlik e themovementghatconstitutesigns.Althoughmor-
phology syntax,andsemanticareimportantaspect®f signlanguageecognitionthey
arebeyondthe scopeof this paper For simplicity, we do not addresshandshapeand
nonmanuafeaturessuchasfacialexpressionsin this papereither However, thisis not
alimitation, becaus¢hey canbeexpressedn termsof phonemesiswell.

We begin with an overview of relatedwork, then proceedto a discussionof ASL
phonology and shav how HiddenMarkov Models canbe usedto capturestatistical
variationsin signmovementsWe thenprovide preliminaryexperimentsvith a 22 sign
vocahulary to validateour assumptionsiboutphonologicaimodelingof ASL. Finally,
we provide a discussiorof openresearchyuestions.

2 Related Work

Most previous work hasfocusedon isolatedsign languagerecognitionwith clear
pausesafter eachsign. Thesepausesnake it a mucheasiemproblemthancontinuous
recognitionwithout pausebetweertheindividual signs, becausexplicit sggmentation
of a continuousnput streaminto the individual signsis very difficult. For thisreason,
work onisolatedrecognitionoftendoesnotgeneralizeasilyto continuougecognition.

M. B. WaldronandS. Kim useneuralnetworksto recognizea small setof isolated
signs[16]. They use Stokoe’s transcriptionsystem[12] to separate¢he handshape,
orientation,andmovementaspect®f the signs. M. W .KadoususesPaver Glovesto
recognizea setof 95 isolatedAuslansignswith 80% accurag, with an emphasison
computationallyinexpensve methodg[5]. R. Erensthtgn and colleaguesuseneural
networksto recognizedingerspelling3].

Kirsti GrobelandMarcell AssamuseHMMs to recognizesolatedsignswith 91.3%
accurag outof a262-signvocalulary. They extractthefeaturedrom videorecordings
of signerswearingcoloredgloves.[4]



Thereis still relatively little work on continuoussignlanguageaecognition.Most of
it is basedon HiddenMarkov Models(HMMs). HMMs offer the advantageof being
ableto segmenta datastreaminto its constituentsignsimplicitly, thusbypassinghe
difficult problemof segmentation.

T. StarnerandA .Pentlandiseaview-basedpproactwith asinglecamerao extract
two-dimensionafeaturesasinputto HMMs with a 40-word vocalulary anda strongly
constrainedentencestructureconsistingof a pronoun,verb, noun,adjective, andpro-
nounin sequenc§ll]. They assumehatthesmallesunitin signlanguages thewhole
signandmalke no furthereffort to breakthe signsdown into their constituenparts.

Y. NamandK. Y. Wohn[8] usethree-dimensionalataasinputto HMMs for con-
tinuousrecognitionof a very small set of gestures. They introducethe conceptof
movementprimes,which malke up sequencesf morecomplex movements.

R. H. LiangandM. OuhyounguseHMMs for continuougrecognitionof Taiwanese
Sign Languagewith a vocahulary between71 and 250 signs. [6] They work with
Stokoe’s model[12] to detectthe handshapeposition,orientation,andmovementas-
pectsof therunningsigns.Unlike otherwork in thisareathey do notusethe HMMs to
segmenttheinput streamimplicitly. Insteadthey performexplicit sggmentatiorbased
on discontinuitiesn the movements.They performthe integrationof the handshape,
position, orientation,and movementaspectsat a higherlevel thanthe HMMs. The
sequentiadspect®f signlanguagealsomanifesthemselesonly atthathigherlevel.

C.VoglerandD. MetaxasuseHMMs for continuousASL recognitionwith avocab-
ulary of 53 signsanda completelyunconstrainedentencestructure[14, 15]. In [15]
they usewhole-word context-dependenimodelingfor the HMMs, which segmentthe
inputstreanmimplicitly. They couplethisapproactwith apurelycomputesvisionbased
analysisthatsegmentstheinput streamexplicitly andextractsits geometricproperties
to backuptheHMM modeling.In [14] they dropwhole-word context-dependentod-
eling in favor of modelingtransitionsbetweensignsexplicitly. Thesetransitionsare
known asmovementepenthesisandareanintegral partof ASL phonology However,
they still usewholesignsasthe smallestunitsof ASL.

This paperis an extensionof the work donein [14]. Our goal is to abandorthe
notion of whole signsasthe smallestunits of ASL andreplacethemwith phonemes.
We strive to treattheaspect®f ASL phonologyatthe HMM level ascomprehensiely
aspossiblejncludingthe sequentiahspectsWe now summarizgherelevantlinguistic
researchn ASL.

3 American Sign Language Phonology

Beforewe review whatis known aboutASL phonologyaquick noteaboutterminol-
ogy. Althoughsignlanguagesppeato be radically differentfrom spolkenlanguages,
thedifferencesrelargely in appearanceatherthanin the underlyingconceptsMost
conceptsrom spolenlanguagdinguisticsreadily carry overto signlanguagdinguis-
tics. For this reasonwe follow the establishederminologyof spolenlanguagdinguis-
tics.

A phonemeis definedto be the smallestcontrastve unit in a languagethatis, a
unit thatdistinguishe®neword from another In ASL, anexampleof sucha phoneme
would be the downward movementin the sign for “good” Phonemesre especially
interestingfor recognitionpurposesbecauseheir numberis limited in any language,



asopposedo anunlimitednumberof wordsthatcanbe built from the phonemesThis
limited setof phonemeselpskeepingspeechiecognitiortractable We attempto shov
thatthey canalsohelpkeepASL recognitiontractable.

3.1 Stokoe’s system

W. Stokoe realizedthat signscanindeedbe broken down into smallerparts[12].
He usedthis obsenationfor devising atranscriptionsystem.This transcriptiorsystem
assumethatsignscanbebrokendown into threeparameter§phonemes)yvhichconsist
of thelocationof the sign (tabula or tab), the handshapédesignatoror dez), andthe
movement(signation or sig).

A fundamentabssumptiorof this systemis thatthe tab, dez,andsig contrastonly
simultaneously Thatis, variationsin the sequenc®f theseparametersvithin a sign
areconsidereahotto besignificant.Many othertranscriptionsystemsarebasednthe
Stokoesystemsuchas[9].

3.2 Segmental Models

S. Liddell and R. Johnsonargued corvincingly againstStokoe’s assumptiorthat
therewasno sequentiatontrastin ASL. They wentevenfurtherandmadesequential
contrasthebasisof ASL phonology[7]; thatis, insteadof emphasizinghe simultane-
ousoccurrenceof phonemesn ASL, they emphasizedequencesf phonemesSuch
modelsarecalledsegmentaimodels.

S. Liddell and R. Johnsondescribetwo major classesof segmentsin their
Movement-Holdmodelin [7], which they call movementsand holds. Movements
aredefinedasthosesegmentsduring which someaspectof the signers configuration
changessuchasa changein handshapea handmovement,or a changein handori-
entation.Holds aredefinedasthosesegmentsduringwhich all aspectof the signers
configurationremainstationary;thatis, the handsremainstationaryfor a brief period
of time.

Signsaremadeup of sequencesf movementsandholds. Somecommonsequences
areHMH (a hold followed by a movementfollowed by anothethold, suchas“good”),
MH (a movementfollowed by a hold, suchas“sit”), and MMMH (threemovements
followedby a hold, suchas“chair”). Attachedto eachsegmentis a bundle of articu-
latory featuresthatdescribethe handconfigurationorientation,andlocation. In ad-
dition, movementsggmentshave featureghatdescribehetype of movement(straight,
round,sharplyangled)aswell asthe planeandintensityof movement.

Althoughthe Movement-Holdnodelhassomeshortcomingssuchastheabsencef
nonmanuafeaturesandthe presencef redundany, its basicsequentiaktructurehas
beenaccepted2]. In addition,a sequentiaphonologicaimodelis ideally suitedfor a
HiddenMarkov Model recognitionframenork, seeSection4.

In this paperwe follow the ideasof the Movement-Holdmodel, but focusonly on
themovementtypesandthelocationalfeatures We alsoaddwrist rotationmovements
andthe directionsin which the movementstake placeto the descriptionof the move-
menttypes. In the Movement-Holdmodelwrist rotationsanddirectionsof movement
areimplicit in the articulatorybundles;however we foundit impracticalto modelour
recognitionframework in thisway.



In Table1 andFigure 1 we give a partial overview of the differentdescriptionsof
movementsandlocationsthatwe used.In addition,the locationscanbe modifiedwith
thedistancdrom the body, andwith the verticalandhorizontaldistancdrom the basic
location.

If alocationdoesnottouchthe body; it canbe prefixedwith oneof thesedistance
markers:p (proximal),m (medial),d (distal),or e (extended)jn orderof distanceo the
body. If alocationis centeredn front of the body, the distancemarkeris suffixedwith
a 0. If thelocationis atthe sideof the chestthe distancemarker is sufixedwith a 1,
andif thelocationis to theright (or left) of theshouldesthedistancemarkeris suffixed
with a 2. For example,d-1-TR meansa locationa comfortablearm’s lengthaway from
the right side of the trunk (torso). Furthermarkers describethe vertical offsetto the
basiclocationandwhetherthelocationis onthe samesideor oppositesideof thebody
asthehand.Thesearedescribedn detailin [7].

Movement Transcriptionsused

straight StrAways StrTowards StTDown: StrUp, SiTLeft, StTRight,
StrDownAwayv StrDownRightAway

shortstraight StrshortUps SITShortDown

circle in vertical rndyp

plane

wrist rotation 70t Awayr O Toward, TOtUp, TOtDown

Tablel: Partiallist of movementsNotethatthe descriptiorof the mavementsleviatesfrom the
approachusedby the Movement-Holdmodel.

iFH FH %iF

O O
éé

NV 004

ST %iST,

CH

TR

ABU
AB

Figurel: Partial list of bodylocationsusedin the Movement-HoldViodel



3.3 Phonological Processes

S. Liddell andR. Johnsoralsodescribeseveral phonologicalprocesses ASL [7].
A phonologicalprocesschangeshe appearancef an utterancehroughwell-defined
rulesin phonology but doesnot changethe meaningof the utterance. In orderto
achieve robustnessa recognitionsystemmustbe ableto copewith suchprocesses.

The mostbasic,andat the sametime also mostimportantphonologicalprocesss
calledmovementepenthesis It consistof theinsertionof extra movementsetween
two adjacentsigns,andit is causedy the physicalcharacteristic®f signlanguages.
For example,in the sequencéf atherread; the sign for “father”is performedat the
forehead,andthe sign for “read” is performedin front of the trunk. Thus, an extra
movementfrom the foreheado thetrunk is insertedthatdoesnot exist in eitherof the
two signs’lexical forms (Figure?2).

'

Figure2: MovementepenthesisThearrav in the middle pictureindicatesan extra movement
betweerthesignsfor “FATHER” and“READ” thatis not presentn their lexical forms.

Movementepenthesiposesaproblemfor ASL recognizershecaus¢heappearance
of themovementdepend®nwhichtwo signsappeain sequenceWe handlethis prob-
lem by modelingsuchmovementsxplicitly. Ideally, thesemovementsshouldbe cap-
turedby thesamephonemesswe usefor the movementswithin signs.Unfortunately
epenthesisnovementsare not aswell-definedand researcheésthe movementsthat
constitutethe actualsigns. Therefore we chooseto modeleachepenthesisnovement
asaseparat@honemdor thetime being.We do notyet modelary otherphonological
processes ASL, suchashold deletionandmetathesigwhich allows for swappingof
theorderof sggmentsundercertaincircumstances).

We now cover briefly how to modelASL phonemesvith HiddenMarkov Models.

4 Hidden Markov Models

Therearealwaysstatisticalvariationsin the way thathumangperformmovements,
evenif they performtwo identicalsignssuccessiely. A recognitionsystemmustbe
ableto handlethesevariations. Hidden Markov Models (HMMs) are a state-based
statisticalmodelespeciallysuitablefor modelinga signalover time. They have been
usedsuccessfullyn speechrecognition andmorerecentlyin gestureandsignlanguage
recognition.

The underlyingideais to have a distinctHMM for eachphoneme.TheseHMMs
aretrainedto yield themaximumprobabilityfor thesignalrepresentingheirrespectie
phoneme. For the recognitiontask, computethe probabilitiesthat partsof the input



signal could have beengeneratedy the HMMs and pick the most probableHMM
astherecognizedohoneme.For a thoroughdiscussiorof HMM theorysee[10], and
for athoroughdiscussiorof the detailsof usingHMMSs for signlanguageecognition,
see[13, 14].

4.1 Phoneme Modeling with HMMs

Training HMMs that represenmovementandhold phonemess a straightforvard
processHowever, from looking atthe phonetictranscription®f ASL signs,it becomes
clearthat mary signsstartwith a movementphoneme(thatis, they follow the MH,
MMMH, or MHMH pattern).Sincewe classifymovementphonemes®nly by theirtype
anddirectionof movementwhich cantake placearnywherein the signingspacewe do
not geta goodestimateof a sign’s locationuntil we encountethefirst hold segment.
Particularly for the MMMH pattern,this canleadto unnecessarglassificationerrors
for thesign’slocation.

This problemcanbealleviatedby addingHMMs thatdo not have a phoneticequiv-
alentin the Movement-Holdmodel. Their sole purposeis to obtainan estimateof the
locationatthebeginningof signsthatbegin with amovementsegment. They arediffer-
entfrom hold modelsin thatthey do not requirethe handto remainstationaryfor ary
lengthof time.

Trainingthe HMMs representinghe epenthesiphonemess morecomplicatedhan
training the movementand hold HMMs. The reasonis that there are mary more
epenthesisnodelsthan modelsof ary otherkind of phonemes.In the worst case,
theremustbe anepenthesiphonemdrom every locationin thesigningspaceo every
otherlocationin the signingspace Justfor the 20 majorbodylocationsdefinedby the
Movement-Holdnodel,this would yield 202 = 400 phonemes.

Fortunatelywe canreducethe numberof epenthesisnodelsby takingadwantageof
the similaritiesbetweermary of the epenthesiphonemesFor example,for practical
purposesthereis no differencebetweena movementfrom the side of the forehead
to the chest,andthe centerof the foreheadto the chest(iFH to CH, andFH to CH,
respectiely). Thus,thesetwo phonemeganbe coveredby a singlemodel. Applying
suchoptimizationsallowedusto cutthe numberof epenthesisnodelsinto half. Future
work should expressepenthesisnodelscompletelyin terms of the movementsthat
alreadyexistin ASL, soasto amelioratethis problemevenmore.

The single greatestadvantageof breakingdown the signs into the individual
phonemess thatit limits the numberof HMMs thatneedto betrained. Thereis only
a finite numberof distinct phonemeswhereaghe numberof possibilitiesto combine
theminto wordsis practicallyunlimited. Althoughthereis no realbenefitin modeling
phonemesisopposedo whole signsfor small-scaleapplicationsit is the only way to
malke large-scaleapplicationgossible. Thebenefitshecomeparticularlyobviouswhen
contet-dependentMMs areused.UsingaHMM for every possiblesequencef two
phonemess tractable.Usinga HMM for every possiblesequencef two signsis not,
evenif thevocahularyis assmallas150signs,becaus¢he numberof requiredmodels
is the squareof the vocahulary size.



4.2 Local Features and Global Features

Recognitionperformancedependssignificantly on the featuresthat are extracted
from the input signal. Somefeatureghatwe useareextremelylocalized;thatis they
characterize¢he signalonly in the immediatevicinity of a specificpointin time. Both
the positionof the handsin the signingspaceandthe velocitiesof the handsareexam-
plesof localfeatures.They do notrevealanything aboutthe behavior of the signaljust
ahundredmillisecondsrom thetime at which they aresampled.

But particularlyASL movementphonemeslescribegeometrigoropertief the sig-
nal on a moregloballevel, suchasmovementsalonga straightline, or alongan arc.
Thus,it is desirableo have a quantitatve measuref someof the signal’s global prop-
erties.An exampleof suchameasurés how well the signalfits aline or a planewithin
aspecifictime interval.

This measurecanbe easilycomputedoy estimatingthe covariancematrix over the
pointsin the time interval andtakingits eigervalues. If the largesteigervalueis sig-
nificantly larger thanthe othertwo eigervalues,the signalfits a line well. If thetwo
largesteigervaluesare nearly equally large, and significantly larger thanthe smallest
eigervalue,the signalfits a planewell. Theserelationshipsanbe quantifiedwith two
numbershy taking the squareroots of the two largesteigervalues,and normalizing
themsuchthatthe sumof the squareootsof all threeeigervaluesis 1.

5 Experiments

We designedseveral experimentdo verify thatbreakingdown signsinto phonemes
is a viable approachin ASL recognition. Our vocahulary consistedof 22 signswith
the phonetictranscriptiondisted in Table3 in AppendixA. Note thatthe phonemes
beginningwith an“M” aremovementphonemesphonemedeginningwith an“H” are
hold phonemesand“phonemes™beginningwith an“S” denotethe additionalHMMs
mentionedn Section4.1 alongwith thelocationsthey areto estimate.

We collected499 sentencesf differentlength, with 1610 signsoverall, with an
AscensionTechnologiedMotionStaf magnetidrackingsystem.This systemgave us
three-dimensiongbositionsand orientationsof the handsand other body partsat 60
framespersecond.

We split the 499 sentenceto 400 training exampleswith 1292 signsand 99 test
exampleswith 318 signs. No part of the testexampleswas usedfor ary part of the
trainingof theHMMSs. We conductedhreedifferenttypesof experimentspneof which
wasa control experimentthat measuredhe performanceof word-level HMMs along
with movementepenthesisnodeling. This control experimentwas similar to the one
conductedn [14]. Theothertwo experimentdestedthe performancef the phoneme-
level HMMs, onewithout globalfeaturesandonewith globalfeatures.

To keepthe experimentssimple,we looked only at featuresextractedfrom theright
hand. In all casesthe local featureswerethe right hands positionin spacerelative
to the signers baseof the spine,andthe right hands velocities. The global features
consistedf the two largestnormalizedeigervalues,asdescribedn Section4.2. The
resultsaregivenin Table2. We useword accurag asour evaluationcriterion. It is
computedby subtractinggthe numberof insertionerrorsfrom the numberof correctly
spottedsigns.



The resultsindicate that the phoneme-leel HMMs did not perform significantly
worsethantheword-level HMMs. They alsoindicatethatglobalfeaturesareavaluable
characterizatiof the signal. Both the breakdavn of signsinto movementandhold
phonemesandtheresearcton globalfeaturedook promising.

Typeof experiment Wordacc. Details

word-level 9182% H=296,D=10,S=12,I1=4 N=318
phoneme-leel, localfeatures 88.36% H=286,D=14,5=18,1=5, N=318
phoneme-leel, globalfeatures 9119% H=294,D=8, S=16,I=4, N=318

Table 2: Resultsof recognitionexperiments. H denotesthe numberof correctsigns,D the
numberof deletionerrors,S the numberof substitutionerrors,| the numberof insertionerrors,
andN thetotal numberof signsin thetestset.

6 Discussion and Future Work

We shavedthatit is possiblefor phoneme-leel HMMs to achieze ASL recognition
performance&eomparabldo word-level HMMs. However morework needso bedone
to establistthevalidity of theresultsthey arealreadyveryimportant. Theentireques-
tion of whetherit is possibleto scaleASL recognitionto large vocalularieshingeson
this result. We alsoshovedthatanalyzingthe input streamfor globalfeatureshasthe
potentialto make alargeimpacton recognitionperformance.

Thereare however, mary questionghatstill needto beresohed. In theexperiments
describedn this paper we have looked only at the right hand. The left handshould
remainas independenfrom the right handas possible,both from a linguistic point
of view anda technicalpoint of view. Liddell andJohnsorarguethatthe two hands
aremoreor lessindependenfrom eachother aswell asthatthe articulatorybundles
arerelatively independenfrom eachother[7]. Fromatechnicalpoint of view, if the
two handsweredependenbn eachother, it would causea combinatorialexplosionof
differentphonemes.It seemghatthe answerto thesequestiondies in usingseveral
HMMs in parallel, eitherindependentlyor as CoupledHidden Markov Models[1].
Thehandconfiguratiorandorientationfeaturescouldbeincorporatedn a similarway.

Futureresearclshouldalsolook atwaysto expresgheepenthesiphoneme terms
of phonemeshatoccurduringregularsigns,soasto cutdown onthenumberof distinct
phonemesFinally, trainingbiphoneor triphonecontext-dependenHMMs, analogous
to speechrecognitionmightbeawayto improverecognitionperformancevenfurther.
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A Phonetic Transcriptions

Sign Transcription

I S{p-0-CH} M-{strrowara} H-{CH}

man H-{FH} M-{str pown} M-{strrowara} H-{CH}

woman H-{CN} M-{str pown} M-{strrowara} H-{CH}

father S{p-0-FH} M-{strrowara} M-{straway} M-{strTowara}
H-{FH}

mother S{p-0-CN} M-{strrowara} M-{straway} M-{strTowara}
H-{CN}

interpreter S{m-1-CH} M-{rot pown } M-{rotup} M-{rot pown} S-{p-
1-CH} M-{strpoun } H-{m-1-TR}

teacher S{m-1-CH} M-{rot aay } M-{rotToward} M-{rot awey} S
{p-1-CH} M-{5tr Douwn } H-{m-1-TR}

chair S—{I’T\-l—TR} M'{StTShortDown} M-{StTShm-tUp} M-
{StTShortDown} H'{rn'l'TR}

try S—{p-l-TR} M'{StTDownRightAway} H-{d-Z-AB}

inform H-{iFH} M-{str DownRight Away } H-{0d-2-TR}

sit S{M1-TR} M-{str shortDown } H-{m-1-TR}

teach S{m1-CH} M-{rotaway} M-{rotTowara} M-{rotaway}
H-{m-1-CH}

interpret S{m-1-CH} M-{rotpown} M-{rotyp} M-{rotpown} H-
{m-1-CH}

get S{d-0-CH} M-{str7owara} H-{p-0-CH}

lie S{iCN} M-{strrs.} H-{%iCN}

relate S{m1-TR} M-{strrs: } H-{m-0-TR}

dont-mind H-{NS} M-{str pownRight Away } H-{m-1-TR}

good H-{MO} M-{str pownAway } H-{m-0-CH}

gross S{ABu} M-{rndy p} M-{rndy p} H-{ABu}

sorry S{%iSTu} M-{rndy p} M-{rndy p} H-{%iSTu}

stupid S{p-0-FH} M-{strrowaera} H-{FH}

beautiful S{p-0-FH} M-{rndy p} H-{p-0-iFH}

Table 3: Phonetidranscriptionf the 22 signvocalulary. The phonemedeginningwith “M”
denotemovementsthephonemeseginningwith “M” denoteholds,andthephonemedeginning
with “S” denotespeciaHMMs designedo estimatdocationsatthe beginningof a sign.
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B Additional Notes

Thefollowing pointscameup afterthe original paperdeadline andasa consequencdid not
male it into the paperitself:

e Thetranscriptiondor “teacher”and“interpreter’in AppendixA areincorrect.The S-{p-
1-CH} sggmentsshouldbereplacedvith S-{m-1-CH}. Thischangeémprovedrecognition
accurag from 91.19%to 91.82% whichis identicalto theaccurag achieredby theword-
level HMMs.

e Asdescribedn Sectiord.1,we hadto addsegmentghatarenotin theoriginaldescription
of theMovement-Holdnodel.In AppendixA thesearedenotedy theletter“S.” It seems
that thesesegmentsare very similar in functionto the “X” segmentsthat appearin the
latest,asof yet unpublisheddescriptionof the Movement-Holdmodel.
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