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Abstract—We propose a distributed approach in which an the other. Considering jointly ISP and CP power consumption
Internet Service Provider (ISP) and a Content Provider (CP) seems to be a viable solution to globally reduce power
cooperate to minimize total power consumption. Our solution is consumption.

djstributed between the ISP and the CP to limit shared infprma- In [8] we have shown that a cooperative approach is crucial
tion, such as network topology and servers’ load. In particular, Lt i
we adopt a dual decomposition technique. We investigate the t0 minimize overall power consumption of CP and ISP, and
performance of the proposed solution on realistic case-studies.& that up to 80% of power is wasted if either a CP-only or an
compare our algorithms with a c'entralized quel, V\_/hose aimisto ISP-only power optimization is adopted. Intuitively, a GRly
minimize total power consumption. We consider different power approach may result in choosing a more energy-efficieneserv
models for deV|ce$. Results. show that the dlstrlpqted algorithm but so much more distant that more power is consumed over
is close to the optimal solution, with a power efficiency loss less .
than 17%. the network. Conversely, an ISP-only approach may yield a
server that is closer to the terminal (client) but whose powe
. INTRODUCTION cost is high. Thus, a joint power optimization provides the
Energy-efficient communication has become a challengimght balance and yields higher power savings.
problem in the last few years. Current estimates [1] show While the results in [8] show that large energy-savings are
that the Information and Communication Technology sectpossible, it also true that nowadays CPs and ISPs are not
(ICT) consumes between 2% and 10% of the worldwideilling to cooperate, resulting in high inefficiencies. Tafore,
energy consumption, and this trend is expected to grow eviagentives should be proposed by third-party authoritesh
more in the future due to the proliferation of both networkeds a national government, to induce cooperation between
and networking devices. Internet Service Providers (18R, CPs and ISPs. We recognize however that avoiding sharing
becoming sensitive to reducing the power consumption wiformation is crucial for both ISPs and CPs. Therefore ia th
their infrastructure, due to increasing energy costs and neaper, differently from [8], we propose and solve a distieol
business opportunities that can be realized by “going dreempproach to minimize power consumption while limiting the
At the same time, Content Providers (CP) are faced withanount of shared information, such as the network topology
constant increase in the number of users coupled with thed the servers’ load. Moreover, we consider explicitly the
need to reducing the energy consumption of both server faralgorithms from a more practical point of view, investigati
and cooling systems. Therefore, both ISPs and CPs cothé performance tradeoffs. Finally, we consider differfemnic-
potentially realize great benefits if energy-efficient w@gnes tions to model power consumption of devices, showing that
would be fully developed for network devices [2], [3] anchear-optimal solutions are achievable in all cases.
servers [4], [5]. The paper is organized as follows. Sec. Il introduces the
In this work, we propose a new approach to reducing powproblem and the notations. Sec. Il details the proposed dis
consumption for ISPand CPs. In particular, we solve a multi- tributed algorithm. Simulation results are presented in. Bé&
objective problem in which a CP and an I®Boperate to Finally, conclusions are drawn in Sec. V.
reduce overall power consumption. We assume that the ISP
is the owner of a network infrastructure. Additionally, we
represent the CP infrastructure as a set of servers placed ifhe problem: The main goal of our approach is to mini-
different cities. We assume that users request content inem mize power consumption jointly between the CP and the ISP.
CP. Then, we aim at controlling the whole system composéu particular, we assume that the ISP manages a physical
of the ISP and the CP in order to find the minimal set dbpology, i.e. a set of nodes and links. The CP is composed
network resources and servers that minimize the total powsfra number of servers connected to the edge nodes of the
consumption while satisfying the current content requests ISP. When a user asks for a CP’s resource, we assume that
Previous works in the literature have considered the mirthe resource is replicated over the CP infrastructure, ab th
mization of power consumption either for ISPs [6] or CPs [#the user can be potentially served by of the servers
alone, thus completely ignoring the impact of one provider of the CP. In a real Content Delivery Network, content is

II. PROBLEM DEFINITION



replicated according to its popularity: less popular cohis problem (G) as follows:

normally replicated only on a subset of servers, while very

popular content may be replicategerywhere. In this work we G min(Pror = FPcp + Pisp) st
assume that users request only very popular content schihat t
effect of less popular content is negligible. Hencefortk, wse Pisp = Y B+ D [P (fecm)) + Pryn)@)
the terms “node” and “router” interchangeably. Similarilye leB nev
interchangeably use the terms “terminal”, “user” and ‘aiie Z”“ = R, WteT (2)
to identify edge nodes of the ISP. s€s
Basic Notations: More formally, we represent the ISP Z A 3)
topology as a di-grapltz = (V, E), whereV is the set of veP (o) P
vertices andF is the set of edges. Vertices represent network ot o
nodes, while edges represent network links. L&tbe the Tm = Z z, Vst (4)
capacity of linkl, and letU4X ¢ [0, 1] be the maximum link PEP(s:1)
utilization that can be toleratéds is the set of servers of the fi = Z (25t 4 85tqst] < CLUMAX WL (5)
content provider. Denote by’ the maximum load allowed on 5,4,pEP(s,1)
servers € S. Let R; be the traffic demand between terminal d > afi+b Viiel (6)
t € T and the content provide$. Moreover, letz** be real- S d
valued variables representing the amount of traffic betwaeen do = IT] (1)
source nodes and a terminak. We divide z*¢ into x! and
st to denote the amount of traffic originating from the content Z fi = Mayn VnEV (8)
prowder under consideration and from other content persid ~ ‘€£(7)
respectively. Actually,zi* are constants, i.e. the considered Pep = Z [Pd (258) + Plys] 9)
CP can not modify these traffic demands. On the other hand, s€s
we assume thats! are real-valued variables so that a traffic (10)
demandR; from terminalt can be served by any of thec S Z a2t = R, VteT (11)
CP servers, while satisfying load and delay constraintsalb, ses
Dy ax represents the maximum admissible délay. i < pMAx (12)
We now introduce the network-related variables. b ‘z -
be constants which take the values of 1 if lihlbelongs to doagh < W, VseS (13)
pathp carrying demand frons to ¢, O otherwise. Letzst and teT
St be real-valued variables representing the amount of traffic Zaz < Myys VseS (14)
from s tot on pathp for the considered CP and for other CPs, tcT
respectively. LeP(s, t) be the set of pre-computed paths from d, = d, (15)
s to t. Additionally, let f; be the total amount of flow on link 5t a5t G T (16)
l. Let d; be the delay on link, which can be approximated m m

as a piecewise linear function g¢f, as done in [8]. Control variablesz;’ > 0, ¢5* > 0, y, € {0, 1}, ys € {0,1}.
Finally, we assume that the power consumption of eachThe objective function of the G problem is the minimization
device (either a network node, a link or a server) dependéthe total power consumption of the ISP and the CP, adopting

on its actual load. as control variables the amount of traffic between everyeserv
More formally, we define the monotonlcally increasing corterminal pair, i. ezét >0 and qét > 0.
vex functionsP(f;), Pd(zleﬁ(n f1)y P ep @5h) repre- Considering the ISP, Eq. (1) computes its total power con-
senting the dynamic power consumpt|0n of lihknoden and sumption. Eq.(2) imposes that estimated CP traffic is equal
servers, respectively.L(n) denotes the set of links incidentto estimated terminal demand. Notice that here we assume
to noden. We then define the termBSy,, and Pfy,, which that R, is the ISP estimation of total traffi&; from client
represent the startup power consumed by noedend server t¢. Routing constraints are specified by Eq.(3) and (4). The
s when powered ony, andys are binary variables which total flow on each link is computed and constrained by
take the value of 1 if nodes and servers are powered on, Eq.(5). Then, Eq.(6) computes the total delay for each link,
respectively. using the additional variableg; > 0. The delay function
Formulation: Starting from the model presented in [8], wds approximated byl linear segments as in [9]. Finally, the
first define an equivalent centralized model by introducingverage network delay is computed by Eq.(7).
the estimated demands’ and the estimated delay, as Considering the CP, Eq.(9) computes its total power con-
additional variables. We then define the green centralizedmption. Eqg.(11) guarantees the traffic demand constraint
Eq.(12) bounds the average delay of users. Eq.(13) limés th
maximum load on each server.
Finally, Eq.(8) and Eq.(14) impose powering-on a network
node and a server, respectively, if their incoming/outgoin

ILink utilization is normally kept below 100% to meet Quality B&rvice
(QoS) requirements.

2We refer the reader to [8] for analysis on how the maximum adbiissi
delay impacts power consumption.



flows are larger than zero, adopting a big-M method, i.e[!nitialization Step )
M, > W, and M,, > Zleﬁ(n) C; Moreover, Eq.(15) and l/\St(O)zrand() VS X T, pa(0) = rand()
Eq.(16) act as consistency constraints, guaranteeingttieat é

estimated values are always equal to the real ones.
The equivalent model G belongs to the class of mixed-

<
<€

integer problems, that can be solved using standard o@imiz , ] Y N\
tion programs. ISP Step ] [cPstep
ISP receives\*t (k) and uq (k) fcrlgn:e_lggives\“(k) and g (k)
I1l. DISTRIBUTED ALGORITHM ]I(rSOI;T]sI)E/eSD-GreenISP(k) and CP solvesD-GreenCP(k) and

Two considerations hold for the G model: (i) the problem fggpgtsesféég’zl)g) andda () gopmpUteSi(Z(tkL Tk
can be completely split between the ISP and the CP using [g; ro > ™ o 0 Tgasse%( ) andda (k)
decomposition technique, (i) after the problem is splé tSP ™ | I g
works on the estimation of the traffic demands, while the C Update Step Y N\
uses an estimation for the users’ delay. —

We therefore apply the dual decomposition to derive 3 Zszclg'ipl“tesx (k+1) andpuq (k + 1) from (17) and (18).
distributed algorithm, following a well-known procedure i T g
the literature [10]. Here we report only the main steps; the
complete description is detailed in [11]. In brief, we first NO
introduce the Lagrange multipliers* and u, associated
with the consistency constraints of Eq.(15) and Eq.(16¢ Th YES
Lagrange multipliers are shared between the ISP and the CP. y y
We then define the ISP problem as follows: f'SP Integer Step ] fCP Integer Step ]

lISP solvesGreenPathISP J lCP computes’c p using the J

D-GreenISP.  min (Prsp — AT + pads)  s.ti (1)-(8) usingZs! as constants. startup cost model.

Control variablesz;t >0, quJt >0, y, € {0,1}. Fig. 1. Dual Green algorithm (D-G).
The CP instead defines the following problem:

D-GreenCP. min (Pcp + AStpst uada) s.t.: (9)-(14) The trusted authority incentives the cooperation betw& |
and CP

with control variableszst > 0, d, € R*, y, € {0,1}. The dual algorithm then works as follows: the Lagrange

In order to get an optimal solution, ti®GreenISPand the multipliers are initialized by the TS, then tHe-GreenISP

D-GreenCP are solved using an iterative method that involveand theD-GreenCP are solved in parallel by the ISP and the

the Lagrange multipliers. In particular, at each iteratiothe CP, respectively, using the current Lagrange multipliatghe

Lagrange multipliers are updated using a subgradient rdethend of each iteration the TS update¥ andy, using Eq.(17)
and (18). The distributed problems are iteratively solvatllu

NHk+1) = NY(k) — oy [ (k) — 23t (k)] Vs,#(17)  a maximum number of iterationis,; 4 x is reached.
~ G . . .
G4+ 1) = (k) — o |dy(k) — dy(k 18 Let P7,, be the optimal total power consumption obtained
pal ) #a(k) k[ (k) ( )} (18) from the centralized G model. L& .5 (k) be the total power

with oy, small or diminishing step size. The intuition is that th€onsumption at iteratiok obtained from the dual algorithm.
Lagrange multipliers act as penalty/reward for the obyecti Since the subgradient method adopted in the Update Step is
functions. For example, whe@s!(k) — x5!(k) > 0 the not a descent method, we keep track of the best distributed
associated multipliex*t(k+1) is decreased. Whext(k+1)  solutionk . found so far:

is positive, it acts as a reward for the ISP and a penalty fer th PPC(kpey) = min PR5C (i) (19)

CP. In our example, at iteratioh + 1 the ISP will decrease ToT \"Best) =, 3 "k~ TOT

T, (k+1) since the associated rewakd (k+1) is decreased, wheref is the current iteration. We then define the precision
and the CP will increases! (k+1) since the associated penaltysrror for the current solution as:

Ast(k + 1) is decreased. Note that at equilibrium, i.e. when

Eq.(15) and (16) hold, the solution of the distributed aiiion ep(k) = |Pror (k) — Pror] (20)

is optimal. Similarily, we defineep(kg.s;) as the precision error con-

Since the Lagrange multipliers update needs the demanfl§ering the best distributed solutidns..; found so far. As
and the delays from both the ISP and the CP, we propose
the adoption of a trusted third-party server (TS) to delegat *Normally multiple ISPs and CPs are present. Neverthelesssalution
the manipulation of the Lagrange multipliers. The TS can kggﬂ Eg 3gg%$gdalso in this case. For example, a federationstéd servers
controlled by a trusted authority that ensures that botls B8Rl 4another stopping criterion might be to test thaet (k + 1) — At (k)|

CPs are actively cooperating in reducing power consumptiamd |iq(k + 1) — wa (k)| are very small.



TABLE |

reported by [12]ep(kpest) depends mainly omy;. In parti- POWER CONSUMPTIONMODEL [W]
cular, if the associated Lagrangian is a continuous functio
and a diminishing step size rule is adopted fof, then \ pe | Pi(s) \ Ppd (z,mn) f1> H Pe \ P (X er xih) \

ep(kpest) — 0 ask — oo, i.e. the distributed solution [T00 [ 2014 [ 205,00, /1 || 200 £100 | (40 £20)3 7 2o
converges to optimum. However, in our case the Lagrangian
associated with the G model is not continuous, due to thfered at that node, i_qgg\MX = Zleﬁ(t) (lelMAX_ Unless
presence of the integer variablgs and y,. Therefore, the siherwise specifiedD™4X = 300 ms andR}"" = 10 Mbps.
resulting distributed problem does not converge to an @timye assume that nodes are connected by optical links, in which
solution [13]. Additionally, the distributed problem dogst the optical carrier is regenerated by amplifiers. For eatk li
even converge to an equilibrium point, since the consistenge randomly assign a number of amplifiers uniformly
constraints are not assured by the distributed approads. Tisiributed between 1 and 5.
impacts negatively the QoS of users, because traffic demandgap | describes the model used to evaluate the power con-
and delays are not properly estimated. sumption. Here we are assuming next-generation devices abl
_To overcome these problems, we propose to solve theadapt their power with traffic flow [2]. Considering the JSP
dlstrl_buted solution using or_1|y the continuous part of th&@r ihe power consumption of nodes is composed of a constant
functions, then we add the integer variables locally at @8€C term pe due to the chassis static power plus an additional term
step. We name this algorithm Dual Green (D-G). In particulapd which scales linearly with traffic flow. Moreover, the power
the ISP and_the CP solve initially th_e distributed step of Rsonsumption of a linkP¢ depends linearly on both the load
G, representing the power consumption as a convex functigiy the number of amplifierd, between nodes. The constant
L.e.y, =0 Vn, y; = 0 Vs. After few iterations, the problem yjyes are extracted by interpolating the power measuremen
converges to an optimal solution, for which ba#f andd, of real devices under high load [8].
are correctly estimated. Interestingly, at the end of thép s Focusing on CP, the server power consumption is also
both the ISP and the CP have agreed on a possible feasihlsjeled by a static termP¢ and a dynamic termP?: in
solution. Then as a second step, the ISP optimizes the POWgE case instead the slope is higher due to the presence of
consumption using the integer variablgs and the estlma}ted backup elements and power supplies, which actually double
traffic demandz;;, computed in the first step, as follows:  he server power consumption. For the sake of simplicity we

GreenPathlSP  min (Prsp) s.t.: do not consider any additional background traffic of othes CP
) since our goal is mainly to assess the maximum power savings
(1), (3) (21) i | is mainl h i i
Z 2t = T Vst (22) achievable by the whole system composed of the ISP and the
PEP(s,t) ? considered CP. Finally, 50% of randomly chosen nodes are
(5) — (8) (23) selected as terminats
Control variablesz;' > 0, ¢3* > 0, y, € {0,1}. A. Algorithm Comparison

Notice that theGreenPathISPproblem optimizes the power  \ye start by running the D-G algorithm over the SprintLink
consumption over the set of paths taking as inputs the trafﬁfpology, since it is one of the largest topologies of RoEket
demandsz;;!. in terms of nodes and links. Unless otherwise specified, we

In parallel, the CP computes its power consumption from thgsyme that the ISP knows exactly the total traffic of each
demands::! using Eq.(9), setting, = 1 for active CP servers. client, i.e. R, = R,.® Moreover, we use the power model
Fig. 1 shows a schematic description of the D-G algorithm-presented in Tab.l. We name this power model as “100-200".

IV. PERFORMANCE EVALUATION Finally, we set a step size rute, = 1000/k for updating the
Lagrange multipliers.

We test the effective_ness of.the proposed algorithms usmgFig. 2-(a) reports the power consumption variation of the
ISP packbone topqlogle§ obtained from RocketheI [14] VY?dG algorithm versus the number of iterations, considering
consider the case in which the CP infrastructure is composed ™ 55 550 model. Notice that here differently from the
of 15 servers, placing the servers in the cities with the dsgh iginal scheme of F.ig. 1, we perform tr,1e ISP and CP Integer
connection degree. We use the same set of parametgr; .Of 3p at each iteration to better assess the dynamic behavior
for each (s,) we compute up to two completely dISjOIntof the algorithm. We report also a lower bound, i.e. the
paths® C; is set to 10 Gbps for each linK,MAX = 0.5 VI ¢ 9 N P ) . r

' 1 ower consumption of the G algorithm. The figure reports also

E, o avoid congestion and to guarantee Quality of Servi ah upper bound, namely the classic (C) centralized solution
(QoS). The CP traffic deman®; is modeled according to PP ' y

a Pareto distribution, with a variable lower bouf*" and S(re?;en'::‘eigexll? [?]h’ewf?ojrz (:gjeocrtt':etr:z toovT;?lT;zutrT t:f)sner(’)sf
a constant upper boun&}4X given by the total capacity 4 Y. 9 P P p

the D-G algorithm at the end of the distributed step, before

5As in [8] the topologies are first pre-processed using a sinsplartest  Cree€nPathiSPis solved. Several considerations hold in this

path algorithm to obtain the set of paths. The set of path&/engas input to ~
our optimization problems. This reflects normal behavior of tB& selects 8R, is measured or computed from previous estimations of the traffic
alternate paths for failure protection. demands.
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Fig. 2. Power consumption of the C, G and D-G algorithi(@:100-200 power modelb) 10-20 power model(c) 1-2 power model.
1e+06 . . S
i Notice that when the algorithm convergeg ~ 0, i.e. 3¢ ~
le+05F st
Losoa [ )t Vs, t.
+04 1 . . . .
etE Fig. 3 reports botle, andex at each iteration. Interestingly,
g ler03p e, falls below 100 Kb after 30 iterations, white, is bounded
5 ler0zr below 100 Kb after 45 iterations. This means that only few
W le+01r iterations are sufficient to guarantee QoS for users, sinee t
1e+00F estimated demands;’ are close to the real ones’.
le-01F
Le-ook B. Parameter |mpact

We then consider the impact of parameters on the perfor-
mance of the algorithm. In particular, we start considetimg
Fig. 3. e, andey for the SprintLink topology. case in which the power consumption is strictly proportlona
with the current load. This case can be representative ofdut
energy-aware devices, able to completely adapt the power
case: (i) the solution of D-G is always close to the lowetonsumption to the current load [2]. Fig. 4 (left) reports th
bound even after few iterations, so that the maximum powgrecision errorep(kp..:) for k € [1,300], considering differ-
loss is less than 17%.(ii) the power consumption of the ent diminishing step size rules for,. We setk,q; = 300
first step of D-G is instead close to the upper bound, (iitp limit the convergence time. Small step sizes lead to very
the optimization performed bgreenPathISPis essential to slow convergence, since the Lagrange multipliers change ve
obtain large savings, sindéror drops from more than 26 kW slowly. For example, witha, = 10/k the error is always
in the first step to less than 13 kW at the end of the algorithmigher than9%, meaning that the distributed solution is quite
We then investigate how the startup cost impacts the tofal from the centralized one. However, also large valued ten
power consumption. Fig. 2-(b) shows the results for the A0-®e inaccurate since large oscillations are induced. By sihgo
model, i.e.P; = 10 W and P{ = 2010 W. As expected, the instead the intermediate value 6600/%, the D-G algorithm
power consumption of the G algorithm is lower in this casgonverges to the optimal solution in less than 50 iterations
and the bounds are closer too. Interestingly, the D-G is ev@fith a precision of less thaf.0001%.
closer to the lower bound, since the linear part of the powerFig. 4 (center and right) show the power consumption of the
function that is optimized in the Distributed Step becomaspP and CP, respectively. Interestingly, all the step sies
predominant. These phenomena are even more evident vétile to reach at least a near-optimal power consumption for
the 1-2 model (Fig. 2-(c)): in this case the upper and lowgtie ISP, beingl000/%k and 1000/k'/2 the noisiest ones due
bound are even closer, suggesting that with small power stepthe large steps used. If we consider instead the CP power
sizes the solution of the D-G algorithm approaches that @f tdonsumption, then only whem is greater tharlOO/kl/Q, the

Iteration

G one. CP converges to the optimal power allocation, while all the
We define the mean error of the traffic demands at eaether values are quite far from the optimal solution.
iteration: st st We then extend our analysis to other ISP topologies [14].
ex(k) = Zs,t |5 (k) — 25 ()| (24 Due to lack of space we refer the reader to [11] for these
|S x T results. In brief, the 000/ rule is able to achieve a minimum

In a similar way we define the maximum error at eachrecision 0f0.001% for all the topologies considered in less
iteration: than 50 iterations.

st To better assess the computational time of D-G, we com-
m (k)| (25) . .
pute the CPU time required to solve the problem at each
, _ _ ~_iteration. In particular, since the ISP Step and the CP Step
The power loss is computed as the difference between D-G anthGScan pe processed in parallel, we take the maximum of the
terms of power savings, i.&oss = CPU times: ctime(k) = max(ctimersp(k),ctimecp(k)).

ex(k) = max |Z5h (k) — «

G
Tor —Pror

C
PT oT
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Fig. 4. Impact of different decreasing, considering the SprintLink topologya) ep(kpest). (b) ISP power consumptior(c) CP power consumption.

the distributed solution is near-optimal for all considere
scenarios, with a maximum power efficiency loss of 17%.
As future work, we intend to study further the implications
on new CP-ISP architectures. We aim to consider the inter-
Fo ] E i 3 action of multiple CPs over multiple ISPs to minimize power
5 10 15 20 25 30 35 40 45 50 ” '50 100 150 200 250 300 consumption, considering also the effects of server Jirtua
Iteration Iteration ization on potential power savings possible with coloaatin
topology andl000/k step size rule. (right} p (kz.s:) for different precision . . . . .
valuesA . size of the CP and its location in the ISP network impact
' _ the performance of the distributed algorithm. Finally, witl w
We then compute the total cost of running the algorith@valuate our solutions in the face of temporal variations in
at iterationk as cctime(k) = cctime(k — 1) + ctime(k), traffic, considering the tradeoffs between the precisiothef
wherecctime(1l) = ctime(1). We assume that the CPU timessolution and the maximum computational time.
required to perform the Initialization and the Update steps
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