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1 Introduction

We consider the problem of routing diverse traffic streams with diverse Quality of Service (QoS) requirements. This requires the regular exchange and maintenance of network state information so as to compute paths (or routes) between end-users which can satisfy varying QoS. This process is often referred to as QoS routing. QoS routing has been largely left out of architectures proposed for integrated services. Only recently, routing has been recognized as an important component of QoS architectures and the IETF (Internet Engineering Task Force) has chartered a working group with the mission of writing a framework document [9]. We particularly consider large networks where it becomes necessary to organize the network hierarchically in order to scale in terms of processing, memory and communication requirements. This allows for the aggregation and hence reduction of state information [13], although this may have a negative effect on the performance of the network.

In this paper, we study hierarchical QoS routing as proposed in the Private Network-Network Interface (PNNI) specification of ATM networks. Here source routing is used to select a path for an incoming connection. In other words, a forwarding path that is likely to satisfy the requested QoS is first computed at the source and then listed in the header of each packet. All packets are then forwarded along that same path. The aggregation of network state is done by dividing nodes and links into groups (or areas). In this case, the source node has less detailed knowledge about the state of links and nodes outside its area. Thus the route that the source node selects outside its area is only a logical path. The actual selection of a physical path outside the source area has to be made by each entry (border) node of areas along the logical path. Clearly, routing is then determined by the logical view the source node has about remote areas, which in turn is determined by the scheme used to aggregate state information of each area.

We compare three different aggregation schemes: two extreme alternatives, namely the Simple-Node approach, which collapses a group with multiple nodes into one virtual node, and the Full-Mesh approach, which uses a complete graph connecting the externally visible border nodes of an area. Obviously, Simple-Node offers the greatest reduction of advertised state information, while Full-Mesh maintains the accuracy of all transit path metrics within an area. The third scheme, namely the Star approach, attempts to achieve a
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compromise between these two extreme approaches by representing a group by a star-like topology connecting all the border nodes via a central virtual node. The Star scheme has been adopted by the ATM Forum [19]. For path selection, we consider several path cost functions (routing metrics) based on hop-count (number of links), current available bandwidth and feasibility to satisfy the requested delay QoS. Also, it has been shown in a number of non-hierarchical (flat) QoS routing studies (e.g., [15]) that efficient resource utilization can be achieved if routing is restricted to short paths (even though longer paths might satisfy the QoS requirements). In this paper, we investigate the effect of such restriction on candidate paths in hierarchical QoS networks.

Related work: Compared to other QoS routing studies, our model considers transient (or instantaneous) performance measures (instantaneous blocking probability, revenue, etc.), other QoS controls such as weighted round-robin scheduling, both uniform and skewed workload distribution of source-destination pairs, and multiple routing metrics (namely hop-count and utilization). In [10], Guerin and Orda suggest several heuristics to path selection accounting for inaccuracy due to state aggregation and distribution. In [21, 6], Baras et al. propose a hierarchical reduced load approximation to evaluate PNNI routing. However, no simulation results are presented. Some graph theoretic studies examined compact graph representations [7, 2] with emphasis on the maximum cost distortion between any pair of nodes in the aggregated graph. Lee presents a spanning tree method for link state aggregation in [14], and shows the effect of state aggregation theoretically. Awerbuch and Shavitt [4] present a distortion-bounded solution for aggregating the state of a subnetwork, and show how to apply it to PNNI. The effect of different aggregation schemes on network performance is compared by simulation in [3]. However, the model only considers a single source-destination pair.

Our results: We obtain our results using our recently developed time-dependent evaluation method [16]. We consider both skewed and uniform workloads. In a skewed workload, some nodes are selected as the destination of the majority of the connections (or calls) and are thus considered “hot-spots.” In a uniform workload, source-destination node pairs are uniformly distributed over the network. Under skewed workload, we found that Simple-Node performs better or as well as Full-Mesh and Star. This is contrary to the common belief that more performance loss is inevitable as more aggregation would result in greater loss of QoS/routing information. However, under uniform workload, both Full-Mesh and Star outperform Simple-Node. The reason is that with more aggregation, the network view maintained at the source is less detailed and hence the source becomes less restrictive in its route selection (considering more candidate paths) and its admittance of calls. A larger set of candidate paths allows for better distribution of the load. This improves the overall network performance under a (realistic) skewed workload, but worsens it under a uniform workload. Under uniform workload, it becomes more beneficial to have a more detailed view and hence to be able to reduce the set of candidate paths. This avoids using alternative longer paths, which might have been used by many short length connections. Note that with the unpredictable traffic patterns of today’s networks, it is the case that workload is largely skewed and that aggressive state aggregation can then considerably reduce memory, processing and communication requirements without significant loss in performance.

Furthermore, we found Star to perform slightly worse than Full-Mesh as it results in less detailed view about available bandwidth than Full-Mesh. Although Star provides more candidate paths than Full-Mesh and so results in better traffic distribution under skewed workload, this does not compensate for the loss of information about available bandwidth.
Organization: The rest of the paper is organized as follows. Section 2 presents our hierarchical network model. This model is solved using our recently developed time-dependent evaluation method. The method solves dynamic flow models of multi-service networks such as ATM—see [16]. Section 3 discusses the computation and aggregation of routing metrics. Section 4 presents numerical results for a sample network, and concludes with future work.

2 Evaluation Model

Network and routing models: We consider a connection-oriented network. To support real-time QoS, necessary resources are reserved along the connection’s route from the source to the destination. The network employs hierarchical routing as in PNNI routing [19]. Figure 1 shows an example two-level hierarchical network.

![Figure 1: A two-level hierarchical network.](image1.png)

A group of nodes may be abstractly represented by a single point known as a logical node. One of the nodes associated with a logical group is elected to advertise its aggregated state based on which route selection is done at nodes outside the group. Figure 2 illustrates the local view for group A nodes.

![Figure 2: View of the network at nodes A.1, A.2 and A.3.](image2.png)

For a connection setup request, the source node (or switch in PNNI terminology) selects a path to the destination based on its local view. Such a path is not a fully detailed source route because it does not contain the details of the path outside the source’s group. Instead, those portions of the path are abstracted as a sequence of logical group nodes to be transited. When the call setup arrives at the entry (border) node
of a group, that entry border node is responsible for selecting a lower level source route describing the transit path across that group, and this transit path must reach the “next hop” destination specified by the higher level (source) path. A node along the path may reject a setup request due to lack of resources.

We assume state information is periodically broadcasted. A node uses its new state information to compute new routes to be used for incoming connections until the next broadcast. We assume a source node or an entry border node uses probabilistic routing, a type of routing proposed in many studies (e.g., [5, 8]). Here, a probability is assigned to every candidate path and arriving connections are routed independently according to these path probabilities.

Unless otherwise stated, the set of candidate paths that a source node or an entry border node chooses from is restricted to the set of minimum-hop and minimum-hop+1 paths. This is desirable because using a longer path for a connection ties up resources at more intermediate nodes, thereby decreasing network throughput. Furthermore, it also ties up more resources at each intermediate node because satisfying the end-to-end QoS requirement would require more stringent local (per link) QoS requirements. We discuss routing in more detail later in Section 3.

Traffic model: We consider multiple services, where a service represents connections with the same source-destination node pair and the same traffic and QoS parameters. The parameters of a service include: time-dependent arrival rate of requests for a connection setup; average lifetime of a connection; QoS requirement of a connection (namely, end-to-end statistical delay bound); and packet (or cell) generation characteristics of a connection (namely, peak and average transmission rates and duration of the busy period).

For a connection setup request on a multi-link route, the requested end-to-end QoS is divided equally among the links. This is the so-called “equal allocation” policy [17]. Note that because of state aggregation, the source does not have an accurate measure of the (physical) path length, which affects the (local) delay requirement on each individual link.

Scheduling and admission control model: We assume each link in the network uses a “per-connection” weighted round-robin type scheduling [18]. A connection is allocated (and guaranteed) a certain amount of bandwidth on a link along its path such that its local QoS requirement is satisfied. This required bandwidth is often referred to as effective or equivalent capacity [11]. It depends of course on the local QoS and the packet generation characteristics of the connection. It is feasible for a link to accept a connection if the required bandwidth does not exceed the current available (idle) capacity of the link. We assume each link has adequate buffer space.

3 Routing Schemes

We consider two main routing metrics: utilization (or equivalently available bandwidth) and hop-count. According to [20], utilization is a concave routing metric, whereas hop-count is an additive metric. It has been shown that QoS routing with such multiple metrics is NP-complete [20]. We use a heuristic method that first reduces the candidate path set to include only those short length paths, and then use a mixed metric of utilization and hop-count. Specifically, from the set of candidate paths, the source node or an entry border node selects a path $p$ probabilistically using path weights $W_p$ where

$$W_p \propto \frac{F_p (1 - U_p)}{H_p}$$

The path metrics $H_p$, $U_p$ and $F_p$ are defined as follows:
• **Hop-count** $H_p$: The hop-count defines the length of a candidate path (this gives preference to shortest paths). For a low level (physical) path, it is simply the number of links along the path. For a high level (logical) path, it is the sum of the length of all logical links and the diameter of all logical nodes along the path, where the values of length and diameter depend on the underlying aggregation scheme.

• **Utilization** $U_p$: The utilization of a low level link (physical link) is defined as the fraction of link capacity reserved averaged over the last routing update period. For a low level (physical) path, it is simply the maximal utilization of links along this path. For a high level (logical) path, it is the maximal utilization of logical links and nodes along the path, where the utilization values depend on the underlying aggregation scheme.

• **Feasibility** $F_p$: $F_p$ is either 1 or 0 depending on whether the path $p$ is feasible or not. A path $p$ is said to be feasible if the source “expects” a successful setup on $p$ [1]. To test the feasibility of a path, the source considers the effective capacity requested by the new connection in addition to the actual available bandwidth of physical links in the source group and aggregated available bandwidth of logical links and nodes. Although this source’s routing view contains aggregated information and is periodically updated and thus might be outdated, the source assumes that the view is accurate. In other words, $F_p$ is the result of the source node evaluating the admission control function for the remote (physical and logical) nodes on the path.

Note that path selection is performed at the source node as well as at each entry border node. Thus the path weights used at the source node are derived from the actual metrics inside the source group and the aggregated metrics outside the source group. While the path weights used at each entry border node are only based on the actual metrics inside its group. In Section 3.1 we present the various aggregation methods.

We consider various route selection policies, which differ in how they assign the weights $W_p$:

• **UTIL** defines path weight $W_p$ as

  $$W_p = (1 - U_p)$$

• **UTIL-HOP** defines path weight $W_p$ as

  $$W_p = (1 - U_p)/H_p$$

• **UTIL-FES** defines path weight $W_p$ as

  $$W_p = \begin{cases} 
  0 & \text{if path is not feasible} \\
  1 - U_p & \text{otherwise}
  \end{cases}$$

• **UTIL-HOP-FES** defines path weight $W_p$ as

  $$W_p = \begin{cases} 
  0 & \text{if path is not feasible} \\
  (1 - U_p)/H_p & \text{otherwise}
  \end{cases}$$

### 3.1 Metrics Aggregation

We now present the aggregation methods. We first define the aggregated (logical) links between two adjacent groups as *inter-group links*, e.g., the logical links between group A and group B in Figure 1. We define the logical links between every two border nodes of the same group as *intra-group links*, e.g., the logical link between nodes B.2 and B.6. The process of aggregation includes the aggregation of nodal and link information. For our routing purposes, we need to aggregate both hop-count and utilization.
Full-Mesh aggregation: In Full-Mesh scheme, all inter-group and intra-group links should be advertised. Note that a logical intra-group link may correspond to several low level (physical) paths connecting the same source and destination border nodes. The utilization of an intra-group link is defined as the minimum utilization of all the corresponding candidate low level paths. Recall that the candidate path set includes paths of length less than or equal to minimum-hop+1. For the hop-count metric of an intra-group link, we define it as the maximum length of the corresponding candidate low level paths. The source node uses this maximum length to conservatively estimate per link QoS requirements.

In this and the Star scheme, any inter-group link only corresponds to one physical link, therefore, no aggregation is needed in advertising inter-group link metrics. Furthermore, no nodal information is advertised.

Star aggregation: Because Star scheme advertises messages in the order of the number of border nodes, to reflect more asymmetry, we use the following method to aggregate the intra-group link utilization information:
  1. Construct the same full-mesh topology as in the Full-Mesh scheme.
  2. For each border node, compute and advertise two metrics: incoming utilization, which indicates the maximal utilization of all logical intra-group links that end at this node; and outgoing utilization, which is the maximal utilization of all logical intra-group links that start from this node.
  3. A node outside this group reconstructs a logical intra-group link within that group by assigning it a utilization value as the maximum of the outgoing utilization of the source border node and the incoming utilization of the destination border node.

For simplicity, we define the length of all intra-group links to be the diameter of the group, i.e., the maximum hop-count of all intra-group links within this group.

Simple-Node aggregation: In Simple-Node scheme, the inter-group link may correspond to several physical links. We define the link utilization of such inter-group link as the minimum utilization among all of the corresponding physical links. No information about border nodes is advertised in this scheme, so we only broadcast a network diameter as in Star, and a logical group utilization which is defined as the maximum utilization of all logical intra-group links within this group.

4 Numerical Results

We report simulation results for two types of workload. The first type is a skewed workload where network services are concentrated around some hot-spot nodes. Hence load is also concentrated over a number of “hot” links. The second type of workload is uniform where services are uniformly distributed among node pairs. Our goal is to study the effect of service distribution on the performance of aggregation schemes.

We consider the NSFNET-backbone topology shown in Figure 3. We consider 52 services using this network. We arbitrarily divide the 14 nodes into 5 groups, represented by dotted circles in Figure 3. We assume links have different capacities of 6.4 Mbps or 45 Mbps. Two types of services representing video and audio were considered. A video type connection has an average lifetime of 20 mins, a peak rate of 2.1Mbps, average rate of 0.7Mbps, a busy period of 0.3 sec, and a statistical delay requirement Prob[end-to-end packet delay > 50 msec] < 10^-4. An audio type connection has an average lifetime of 5 mins, a peak rate of 30Kbps, average rate of 10Kbps, a busy period of 0.3 sec, and a statistical delay requirement Prob[end-to-end packet delay > 50 msec] < 10^-4.

To simulate skewed workload, we deliberately set the destination node of 26 services to be node 1, and the destination node of another 26 services to be node 13. The parameters of these services are shown in
Figure 3: Sample network: 14 nodes, 22 bidirectional links, average degree 3, divided into 5 groups.

Table 1: Parameters of services using network in Figure 3.

<table>
<thead>
<tr>
<th>(SRC, DEST)</th>
<th>(M_s, m_s, b_s, D_s, ε_s)</th>
<th>(λ_s, 1/μ_s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 13), (1, 13), (2, 13), (3, 13), (4, 13), (5, 13), (6, 13)</td>
<td>(30, 10, 0.3, 0.05, 10^{-4})</td>
<td>(2, 5)</td>
</tr>
<tr>
<td>(7, 13), (8, 13), (9, 13), (10, 13), (11, 13), (12, 13)</td>
<td>(30, 10, 0.3, 0.05, 10^{-4})</td>
<td>(2, 5)</td>
</tr>
<tr>
<td>(0, 13), (1, 13), (2, 13), (3, 13), (4, 13), (5, 13), (6, 13)</td>
<td>(2100, 700, 0.3, 0.05, 10^{-4})</td>
<td>(0.4, 20)</td>
</tr>
<tr>
<td>(7, 13), (8, 13), (9, 13), (10, 13), (11, 13), (12, 13)</td>
<td>(2100, 700, 0.3, 0.05, 10^{-4})</td>
<td>(0.4, 20)</td>
</tr>
<tr>
<td>(0, 1), (2, 1), (3, 1), (4, 1), (5, 1), (6, 1), (7, 1)</td>
<td>(30, 10, 0.3, 0.05, 10^{-4})</td>
<td>(2, 5)</td>
</tr>
<tr>
<td>(8, 1), (9, 1), (10, 1), (11, 1), (12, 1), (13, 1)</td>
<td>(30, 10, 0.3, 0.05, 10^{-4})</td>
<td>(2, 5)</td>
</tr>
<tr>
<td>(0, 1), (2, 1), (3, 1), (4, 1), (5, 1), (6, 1), (7, 1)</td>
<td>(2100, 700, 0.3, 0.05, 10^{-4})</td>
<td>(0.4, 20)</td>
</tr>
<tr>
<td>(8, 1), (9, 1), (10, 1), (11, 1), (12, 1), (13, 1)</td>
<td>(2100, 700, 0.3, 0.05, 10^{-4})</td>
<td>(0.4, 20)</td>
</tr>
</tbody>
</table>

Table 1. Services with the same traffic and end-to-end QoS parameters, but with different source/destination pairs, are grouped in the same row. The routing update period equals 1 min.

For uniform workload, we randomly chose source-destination pairs for each service so as to get a uniform distribution. We do not change the parameters of services. Thus, the overall external load remains the same.

We obtain several instantaneous performance measures, including the total number of connections established at time instant t, the average connection blocking probability at time instant t, and revenue defined as the total amount of bandwidth in use by connections (reserved) at time instant t. We only show here revenue versus time for selected parameters and routing policies [12].

Figure 4(a) shows revenue for the three aggregation schemes under skewed workload when UTIL-HOP-FES routing policy is employed. Initially, Full-Mesh and Star perform better than Simple Node. However, as time increases and the network becomes more loaded, Simple Node performs better or as well as both Full-Mesh and Star. Star performs slightly worse than Full-Mesh.

Figure 4(b) compares the three aggregation schemes under uniform workload when UTIL routing policy is employed. In this case, we see that Full-Mesh and Star outperform Simple-Node. Again, Full-Mesh
performs slightly better than *Star.*

Figure 5 shows the effect of various policies for assigning path selection weights on network performance. A hop-count metric $H_p$ in the weight function slightly enhances routing efficiency. We found this effect to be most significant with *Star.*

Figures 6(a) and 6(b) indicate that when we relax the $\minhop + 1$ restriction to $\minhop + 2$, i.e., the candidate path set is enlarged to include those paths that have a length less than or equal to minimum-hop+2, revenue generally decreases. This decrease is more pronounced in the uniform workload case (cf. Figure 6(b)). *Full-Mesh* is the most affected (about 11%), followed by *Star* (about 9%), and finally *Simple-Node* being the least affected (about 5%).

## 5 Conclusions

We conclude by summarizing our observations.

- The workload distribution can strongly affect the performance of different aggregation schemes. When network resources are scarce due to heavy load, the performance loss caused by less accurate routing/QoS information may not be as significant as that caused by poor load distribution. Moreover, the principle of selecting candidate paths of short length and giving preference to shortest paths minimizes the amount of resources allocated to a connection, however, it may not provide a good balance of the load over the network. Consequently, when the network is subjected to skewed workload, some links may become saturated quite early so that they can not be allocated for further connections. Therefore, more accurate routing information, resulting in a more restricted (smaller) set of candidate paths, may provide worse overall network performance.

- With state aggregation, the source node has an inaccurate view of remote nodes and links. This inaccuracy affects the computation of QoS parameters such as per link delay requirements. Obviously, per link delay requirement with *Simple Node* and *Star* is more stringent than with *Full-Mesh* under the same conditions since we assume *Simple Node* and *Star* advertise the maximum intra-group link hop-count. Consequently it would result in a more conservative way to allocate resources to connections. For this reason, our results show that *Simple Node* and *Star* yield slightly higher connection blocking probabilities compared to *Full-Mesh.*

- The improvement in performance obtained by giving preference to shortest paths when assigning path selection weights is not significant since long paths are already filtered out of the set of candidate paths.

- Restricting the size of the candidate path set can effectively enhance performance. This is because long paths would always result in increased utilization and hence reduced throughput. But candidate path restriction can also have a negative effect as the load may not be well balanced over the network. Therefore, a good routing policy must achieve a good compromise between link usage efficiency and load balancing. This is affected by the distribution of the workload as well as the sensitivity of different aggregation schemes to the candidate path restriction. Obviously, *Full-Mesh* is the most sensitive because it advertises the most detailed routing information.

Our future research includes studying other aggregation schemes and route selection policies.
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Figure 4: Network revenue versus time: (a) Skewed workload (b) Uniform workload.

Figure 5: Network revenue versus time. Full-Mesh scheme. Uniform workload.

Figure 6: Revenue versus time, different candidate path restrictions: (a) Skewed workload (b) Uniform workload.