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Abstract

Personal communication networks support the deliv-
ery of communication services as the user moves from
one region to another. When a mobile user/terminal
receives a call, the network has to quickly determine its
current location. The existing approach suffers from
high delay in locating the mobile as it requires main-
taining the current location in a stable storage that has
to be always consulted to reach the mobile. To reduce
this delay, many proposed schemes rely on caching the
locations of mobiles, especially those which do not move
too frequently. To measure mobility, the node that orig-
inates the call usually measures only those movements
that it sees between successive calls to that mobile. In
this paper, we present a caching scheme based on fully
disseminating the location updates of mobiles to every
node so as to increase the chance that the cache entry
points to the correct location of the mobile user. We an-
alyze our full dissemination based scheme and compare
it to other caching and non-caching based schemes.

1 Introduction

One of the challenging tasks in a Personal Commu-
nication Services (PCS) environment is to efficiently
maintain the location of PCS subscribers who move
around freely with their wireless units (hereafter called
mobile host or mobile for short). In North Amer-
ica, Telecommunications Industry Association’s in-
terim standard IS-41 [1] is used for managing location
information of the subscribers and enabling them to
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send and receive calls and other services, such as mes-
saging and data service.

In IS-41 [1], an incoming call is routed to the called
subscriber as follows. The call is initiated by dialing
the subscriber’s number. The dialed call is received by
the Mobile Switching Center (MSC) in the home sys-
tem. This MSC is called originating MSC. If the mobile
host is currently being served by the orginating MSC
(i-e. the mobile host is not roaming), then the originat-
ing MSC queries the Home Location Register (HLR)
to obtain the registration status and feature informa-
tion of the mobile host. After receiving the response
from HLR, the originating MSC pages the mobile host.
When the mobile host responds (i.e. subscriber accepts
the call by pressing the proper button), the originat-
ing MSC sets up circuits to terminate the call to the
mobile host.

Figure 1 shows how a call is typically delivered to
a roaming mobile host. As before, when a call to a
mobile is dialed, the call is first routed to the originat-
ing MSC. The originating MSC then sends a location
request message to the HLR to find out the current
location of the mobile. The HLR, in turn, sends a
route request message to the Visitor Location Register
(VLR) that is currently serving the mobile. The VLR
then sends a route request message to the MSC that
is currently serving the mobile. The serving MSC cre-
ates a Temporary Location Directory Number (TLDN)
and returns it to the VLR. The TLDN is then passed
back to the orginating MSC through the HLR. The
originating MSC then route the call using this TLDN.
When the serving MSC receives the call routed using
the TLDN, it pages the mobile host. If the mobile
responds, then the call is terminated to the mobile.

Thus, HLR is a critical entity in the IS-41 location
management system. There are many disadvantages to
this approach. One is that, since every location request
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Figure 1. Call delivery in 1S-41 and the trom-
boning problem

is serviced through HLR, the time required to establish
a connection to a mobile host increases [7]. The other
disadvantage is that, any HLR system failure causes
all mobiles registered with the HLR to be unreachable
even though mobiles may be roaming and away from
the HLR region.

There is also another disadvantage, which is gener-
ally referred to as tromboning problem. Consider the
situation depicted in Figure 1. The subscriber MH-A’s
home MSC is MSC-0, and MH-A is currently roaming
and being served by MSC-S. Another mobile MH-B,
which is currently being served by MSC-C, makes a call
to MH-A. MSC-C and MSC-S are geographically closer
to each other, and connected by the local exchange
carrier. But, MSC-O (the home MSC of MH-A) is ge-
ographically far away from both MSC-C and MSC-S
and connected by a long distance carrier. Then, rout-
ing the call from MH-B to MH-A involves two long
distance legs, one between MSC-C and MSC-O, and
the other between MSC-O and MSC-S. The latter leg
is used twice, first to obtain the TLDN, and then to
provide the voice/data connection.

Furthermore, if a subscriber is called several times
from the same switch, the call processing procedure
(cf. Figure 1) has to be repeated each time a call is
terminated to the subscriber. In this case, the call is
routed through unnecessary links several times. Avoid-
ing these extra links will not only decrease the overall
(signaling) cost but also decrease the delay in estab-
lishing the call. This could be achieved if the current
location of the callee is stored or cached by the frequent
caller.

Many location management schemes and improve-
ments to IS-41 have been proposed in recent years (e.g.
[2, 4, 6, 3, 11]). In this paper, we are concerned with

improvements to IS-41 that are based on caching the
location of mobiles so as to improve call delivery and
cost.

Our Contribution

In [8, 10], we presented a fully distributed location
management scheme. Because of its distributed nature,
we replace the centralized registers VLRs and HLRs
with location registers (LRs). Since there are no HLRs
or VLRs in this system, each LR maintains the loca-
tion information of not only mobiles that are local to
it, but also of other mobiles in the network. Thus, this
is a protocol where the location information of the mo-
bile hosts are fully replicated in all the LRs. The LRs
are distributed throughout the network. An LR serves
one or more MSCs just like the VLR, in the PCS archi-
tecture (cf. Figure 1). An LR could co-exist with an
MSC, and serve only that MSC.

LR functions as both location registry of local mo-
bile hosts as well as the lookup directory for the lo-
cation of other mobile hosts. The type of location
information maintained for a mobile host depends on
whether the mobile is local to the LR or not. For lo-
cal mobile hosts, LR maintains the id of the MSC that
is currently serving the mobile. For mobile hosts that
are not local, LR maintains the id of the LR where the
mobile host currently resides. When a mobile registers
with an LR, the new location information is dissemi-
nated to all other LRs in the network. This dissemi-
nation is carried out in parallel through the whole net-
work so that the new location is very quickly updated
at all LRs.

In this paper, we modify our fully distributed loca-
tion management scheme to implement caching. The
location information is fully disseminated to all the lo-
cation registers (LRs). However, the location informa-
tion is not fully replicated, but cached based on per user
call and mobility pattern. Full replication requires the
location information be maintained in a stable storage
at each LR, and the access to stable storage is gener-
ally slow compared to the access to the cache. Hence,
caching instead of replication expedite the processing of
disseminated location update information. As in IS-41,
the location information of a mobile is still maintained
on stable storage of HLR. We analyze our full dissem-
ination based caching strategy. We show that, under
certain network, traffic and mobility conditions, if the
mobile host service area change is promptly known to
all the nodes, the cached location information can be ef-
fectively validated, and the performance of our caching
scheme with full location information dissemination is
more cost efficient than the basic IS-41 scheme or a per



user caching scheme where not all service area changes
by mobiles are known to all nodes.

The paper is organized as follows. Section 2 de-
scribes traditional caching-based location management
schemes, proposed to improve the basic IS-41 standard.
Section 3 presents our caching with full dissemination
scheme. Section 4 analyzes the various caching-based
schemes as well as the basic IS-41 standard. Numerical
results are presented in Section 5. Due to lack of space,
we refer the reader to [9] for more results. Section 6
concludes the paper.

2 Caching Strategy for PCS

An improvement to IS-41, called per user caching
scheme, is proposed in [2, 6, 4]. The authors observe
that, when a particular MSC receives a large number of
calls to a particular mobile that belongs to a different
home system, the signaling and database lookup cost
involved in setting up the call can be significantly re-
duced by caching the location information (i.e. a map-
ping of mobile host id and the identity of the serving
VLR) at the calling MSC. Each time when a call is at-
tempted, the cached information is checked first. Since
the access time in looking up an entry in the cache
memory is very short (order of microseconds), checking
the cached information for every call does not signifi-
cantly affect the performance of the MSC. If the mo-
bile’s VLR information is cached (i.e. cache hit), then
that VLR is contacted directly. If that VLR is still
serving the mobile, the HLR need not be contacted to
route the call, thus reducing connection establishment
delay and avoiding unnecessary HLR database lookup
delay. However, if the subscriber has moved out of
that VLR’s region, the HLR need to be contacted af-
ter sending a connection request to the wrong VLR.
In that case, the connection establishment time will be
longer than that of the basic IS-41. If the VLR in-
formation for the particular mobile is not cached (i.e.
cache miss), then the normal IS-41 call setup procedure
is followed.

Taking into account these trade-offs, the location in-
formation of a subscriber has to be cached at an MSC
only if the mobile changes its service area (i.e. area
served by a VLR) less frequently than it receives calls
from that MSC. The authors use a figure of merit called
local call-to-mobility ratio (LCMR) in caching the lo-
cation information. LCMR is the ratio between the
number of calls originating from an MSC to the num-
ber of times the mobile changes its service area as seen
by that MSC. The location information of a subscriber
is cached at an MSC, if the LCMR maintained for the
subscriber at the MSC is larger than a threshold de-

rived from the link and database access cost of the net-
work. Note that, the true call-to-mobility ratio which
takes into account all the service area changes by the
mobile host whether it is seen by a particular MSC or
not, would yield more valid (correct) cache entries and
lower overall cost than LCMR.

A cache entry has to be removed from the cache after
it is deemed less useful. Because cache memory is be-
coming less expensive, capacity (in terms of number of
mobiles that are cached) may not be an issue. However,
the longer the time a mobile has not been called from
an MSC, the higher the chance that the correspond-
ing cache entry, if cached, is not correct (i.e. points to
a wrong location for the mobile host). In [6], a cache
invalidation approach called T-threshold scheme is pro-
posed. In this scheme, a cache entry is invalidated after
a threshold amount of time 7" since its last usage.

3 Owur Approach: Caching Strategy
with Full Dissemination

In our fully distributed scheme [8, 10], the location
information is fully distributed to all the location reg-
isters (LRs). In this paper, the location information is
not fully replicated, but cached based on per user call
and mobility pattern. Since the location information
is no longer replicated, it must be maintained at some
stable storage. Similar to IS-41, we also call the sta-
ble storage HLR, mainly because it provides the same
functionality.

The role of LR now is to provide location registry
services for visiting mobile hosts. That is, LR provides
the same functions as the IS-41 VLR. Since we assume
LR is co-located with the MSC, the caching function-
ality is delegated to LR so that MSC can be viewed as
just switching calls to mobile hosts. When a call orig-
inates for a mobile, the current location of the mobile
is found by first querying the local LR to check the
cache. If the location information is not cached in the
local LR or the cached location information turns out
to be incorrect, only then the HLR is contacted.

When the mobile moves from one LR region to an-
other LR region, this location information is updated
to the HLR and disseminated to all the LRs in the
network. LRs selectively cache this location informa-
tion. The decision to cache the location of a mobile
host could be made based on any of the schemes dis-
cussed in [2, 4]. In these schemes, the caching decision
is based on the local call-to-mobility ratio, which is
the ratio between the number of calls to a mobile host
from a VLR area and the number of times the mobile
host has changed its location as seen by that VLR.
The VLR will be able to see a change in the location



of a mobile host only when a call is originated for that
mobile from the VLR area. Hence, even if the mobile
host has changed several VLR areas between two con-
secutive calls from a VLR area, the VLR will count
the mobility of that mobile host as just one movement.
Since the location information is fully disseminated in
our scheme, all LRs can keep track of the true mobility
of any mobile host. Hence, LRs can cache the location
information efficiently, and yield higher cache hit rates.
Also, if the location information is not disseminated (as
in [2, 4]), the cache is more likely to have stale entries
compared to our scheme. If an LR uses this stale entry
to contact a mobile host, it will send a connection re-
quest to a wrong LR first, and wait for the reply from
that LR before it can contact the HLR of that mobile
to receive the current (correct) location. In this case,
the cost of contacting a wrong LR negates the gain of
caching the location information. Since full dissemina-
tion yields more accurate cache entries, we expect our
scheme to yield lower connection establishment times.
Given that dissemination time of location information
is small, we henceforth assume that a cache entry for
a mobile (if it exists) is always correct.

4 Analysis of Caching Strategies

We assume that each service area is served by a
single MSC, and the VLR/LR is co-located with each
MSC. We refer to the IS-41 based per user caching as
15841-Cache scheme, and our caching with full location
information dissemination scheme as FD-Cache. Our
performance measure is the expected total cost defined
as the sum of the UPDATE cost and the FIND cost,
where the UPDATE cost is the cost involved in up-
dating the location information of a mobile user as the
user moves to a service area, and the FIND cost is the
cost of locating and establishing a connection to the
mobile user before the user moves to another service
area. Since the total cost is derived for a single service
area crossing, only one location update contributes to
the UPDATE cost. However, the FIND cost will have
contribution from all the calls that are terminated to
the mobile host while it is in that service area. Here
we assume that the mobile host is away from its home
service area (i.e. roaming).

Basic IS-41 Scheme (no caching): In IS-41, UP-
DATE involves the new VLR registering the mobile
with its HLR, and the HLR sending registration can-
cellation to the old VLR. Hence the UPDATE cost is
given by:

UPDATE;syy = Cost(VLRpew <> HLR) +

Cost(HLR ¢ VLRyq) (1)

Assuming the time to register with the HLR is very
short (i.e. the probability that a location request to the
HLR falls during the registration time is negligible), the
FIND cost of a roaming mobile is given by:

FINDisy1 = COSt(VLRca”eT ~ HLR) +
COSt(HLR A nd VLRcallee) (2)

where V LRgsiier is the MSC/VLR where the call is
generated, HLR is the home MSC of the roaming mo-
bile host, and V LR gjice is the MSC/VLR that is cur-
rently serving the roaming mobile host.

Thus, the expected total cost in the IS-41 scheme is
given by:

TotalCostrsa1 = UPDATE 541 +
p X FIND1541 (3)

where p is the expected number of calls per move.
UPDATE;g4; and FIND;g4; are given by equations (1)
and (2), respectively.

Now we need to find the expected number of calls a
callee receives at the current VLR. In general, the pro-
portion of calls a customer receives from each service
area is not uniformly distributed. In fact, an actual
calling trace [11] collected over a period of six months
shows that, on average, more than half the calls each
customer receives on a daily basis are from a single
caller. The trace further shows, on a daily basis, a
customer receives 90% of the calls from his/her top 5
callers.

Let us rank each VLR service area (i.e. switch) with
respect to each customer based on the percentage of
calls the customer receives from that service area. Let
N7 be the total number of service areas in the network.
The customer receives the highest number of calls from
service area ranked 0, and the lowest number of calls
from service area ranked Np — 1. Let f; denote the
proportion of calls one customer receives from a service
area with rank k. Let us also assume that the call
arrivals from each service area is a Poisson process,
and the mean arrival rate from service area ranked k
is Ag. Then, combining the call arrivals to the mobile
host from every service area, the call inter-arrival time
is exponentially distributed with mean call arrival rate
Agiven by A = Ao+ A1 +-- -+ Any—1. Let us define the
following parameters:

e t.: the call inter-arrival time.

e f.(t): the (exponential) probability distribution
function of call inter-arrival times.

e ): the mean call arrival rate, i.e. f.(t) = e .



e )\;: the mean call arrival rate from switch ranked
k, given by )\k = fk/\.

e t,.: the residence time the mobile spends in a ser-
vice area.

e f.(t): the (exponential) probability distribution
function of mobile residence times.

e 1/u: the mean residence time, i.e. f.(t) = ue #t.

e t5, is the residual residence time of the mobile host
seen by an arriving call.

Then, from the residual life time property [5], the
probability distribution function of the residual resi-
dence time t; is exponential, and f,(t) = pe #* =
fr(t). Thus, the number of expected calls from switch
ranked k per move is 2&. Substituting in equation (3),
the total cost in the I§41 scheme is given by:

TotalCostrsa1 = UPDATErg4; +
Nr—1 A
k

> = FINDysa
k=0 K

A
UPDATE 541 + ; FIND 541
(4)

Il

IS41-Cache Scheme: The expected total cost in the
IS41-Cache scheme is given by:
TotalCostrsai—cache = UPDATErs41-cache
+ p X FINDIS4170ache
(5)

Since caching does not affect the IS-41 move update
cost, we have:

UPDATE;s41-cCache = UPDATE[541 (6)

Let P denote the probability that the location in-
formation cached for a mobile host at service area (i.e.
switch) ranked k is correct. Thus, P}, defines the cache
correctness ratio. Alternatively, at steady state, P, de-
notes the probability that the mobile has not moved
since the last call from switch k.

P, = Prob(t. <tp)

fe(te) / fr(tr)dtrdt,
t.=0 th=tc

(o] o0
= / )\ke*’\’“t“/ pe Findtydt,
t.=0 th=tc

Ak
A+

Il

Let Cp be the FIND cost for a call in the basic IS-
41 scheme (i.e. without caching), and C'y be the FIND
cost for a call to a cached mobile host in the IS41-
Cache scheme when the cached location information is
correct. A net cost saving is achieved if

P.Cy+(1—Py)(Cy+CB)<Cg (8)

Thus, a net cost saving is achieved by locally main-
taining (caching) the location information if P, is larger
than a threshold PT given by:

C
P, > P];T =2 9)
Cg
The costs Cy and Cp are given by:

CH = COSt(VLRcaller ~ VLRcallee)
Cg COSt(VLRm”eT e HLR) +
Cost(HLR ¢ VLReaiice)

Let LCM Ry, be the local call-to-mobility ratio at
switch ranked k. This ratio is given by:

LCMRy, = %’“ (10)

However, a switch sees a mobile host movement only
when a call is terminated to the mobile from that
switch. That is, the switch does not see the true mo-
bility of the mobile host. In order make a decision
whether to cache a location update, a local measure-
ment of cache correctness ratio (i.e. fraction of time
the cache contains correct location information when
accessed) is used in [2, 6, 4]. That is, the location in-
formation of a mobile host is cached in a switch & if
the measured cache correctness ratio P/ is larger than
PI. Considering long-term average, PM ~ Pj.

Then, the FIND cost for a call to the mobile host from
switch ranked k is given by:

k
FINDIS41—C’ache =

. c
CH+(1—Pk)CB lfPéMZﬁ (11)
Cs ifPéVI<g—g

Then, the total cost in the IS41-Cache scheme is
given by:

Tota.ICOStIS41—CaChe = UPDATEIS41—Cach€
Nr—1 A
k
+ Z 7 FINDIIES41—Cache (12)
k=0

where UPDATErs41—cache and FIND¥o,, . are
given by equations (6) and (11), respectively.



FD-Cache Scheme: In FD-Cache, location updates
of the mobile host are disseminated to all LRs. How-
ever, the time required to complete a location informa-
tion dissemination is small compared to the call inter-
arrival time. Hence, the likelihood of a cache lookup
pointing to a wrong LR is negligibly small. Thus elect-
ing to cache the location information of a mobile host
always yields cost benefit compared to not caching the
location information. However, caching involves pro-
cessing and memory usage. Thus, the number of mobile
host location entries maintained in a cache is limited.
A number of caching policies can be employed at each
switch to decide whether to cache a mobile host. In
this paper, we cache a mobile host at switch k if the
average rate A\ of calls terminated to the mobile host
exceeds a threshold rate AT.

The total cost in the FD-Cache scheme is given by:

TotalCostrp_cache = UPDATEFD_cache +
p x FINDpp cache (13)

The location update information should clearly be
disseminated efficiently for FD-Cache to be most effec-
tive. Full dissemination could be achieved efficiently by
propagating location update information over a logical
spanning tree. In this case, the UPDATE cost in FD-
Cache is given by:

UPDATErp_cache = ([V|-1)C (14)

where C is the average cost of a link, and V is the set
of all nodes (switches) in the network.
The FIND cost is given by:

FINDIIEJ'D—Cache =

Cost (LRcaller A LRcallee) if Ak: 2 )\T
COSt(LRca”W &~ HLR)+ (15)
COSt(HLR — LRca”ee) if \p < AT

Thus, the total cost of the FD-Cache scheme is given
by:

TotalCostrp_cache = UPDATEFRD_cache
Np-—1

Ak
+ Z 7 FINDIIﬂi‘D—C’ache (16)
k=0

where UPDATErp cache and FINDR, .. = are
given by equations (14) and (15), respectively.

5 Numerical Results

In this section, we present numerical results to com-
pare the cost benefits of the schemes analyzed in Sec-
tion 4. We assume a grid N x N network topology. For

this network topology, the average distance between
any two nodes is given by 1.333(N/2). As mentioned
earlier, it is assumed that VLR (or LR) and HLR are
co-located with the MSC (i.e. each node represents a
VLR/LR, HLR and MSC). Table 1 shows our cost as-
sumptions and parameters.

We assume the probability fj that an incoming call
is from a particular service area k (i.e. switch ranked
k) is a linearly decreasing function of k. Since it is
unlikely that a user will receive calls from each and
every service area in the network, we assume that the
user has non-zero probability of receiving calls from
only n service areas, according to function f; defined
in Table 1. The highest value of a is 2/n, in which case
the probability of a call arrival from service area ranked
n — 1 or higher is zero. If the user’s call probability is
identical for all n service areas, then a is equal to 1/n.
In this case, fr, = 1/n (i.e. uniform distribution). In
the cost comparison that follows, a is assumed to be
equal to 2/n, and n is assumed to be N?/3 (i.e. third
of the total nodes in the network).

In IS-41 caching, the location information of a mo-
bile is cached at a switch if the cache correctness ra-
tio PM is larger than the caching threshold Cx/CBg,
which is equal to 1/2 given the parameters in Table 1.
Since we consider long-term average, PM is equal to the
probability given by equation (7). In our full dissem-
ination based caching (FD-Cache), the local caching
threshold AT is varied from 0.01 to 0.5.

In Figure 2, we compare the various schemes in
terms of the FIND cost, i.e. the cost of locating a mo-
bile. For both networks with 25 and 100 service areas,
FD-Cache outperforms all other schemes for all caching
threshold values. Figure 3 shows the total cost of lo-
cation management (i.e. FIND plus UPDATE) for the
various schemes. Caching is more beneficial for higher
average call arrival rates. Furthermore, FD-caching is
more cost efficient when the number of service areas is
small. In FD-Cache, the higher the value of the caching
threshold AT is, the lower the likelihood of caching is,
and consequently the total cost is higher for higher val-
ues of caching threshold.

When the average call arrival rate is low, caching
does not significantly improve cost performance. Vary-
ing the caching threshold AT significantly affects the
FD-Cache cost only when the average call arrival rate
A is high. The reason is that as the caching threshold
increases, the number of calls that do not benefit from
caching increases. Thus, when the mean call arrival
rate is high, the performance of FD-Cache degrades
(or total cost increases) as the contribution to the to-
tal cost from calls that do not benefit from caching
becomes significant.



Link Average cost

Justification

Single hop Ci

Cost involved over a single hop

VLR/LR < HLR

1.33(N/2)C;

Average cost to an HLR

VLR/LRcallgr — VLR/LRcallee

1.33(N/2)C;

Average cost between any two nodes

Mean residence time (;;)

10 hours

Mean call arrival rate ()\)

0.5 — 6 calls per hour

o

fr: prob. that an incoming call
arrived from switch &

fr is a linearly decreasing function of rank k, where
n is the maximum number of nodes with non-zero
call arrival probability

2(na—1 .
e Dk ifk<n

otherwise

Table 1. Cost assumptions and parameters

The UPDATE cost due to full dissemination is pro-
portional to the number of service areas N (cf. equa-
tion (14)). Hence, when N is large and the average call
arrival rate is low, the UPDATE cost dominates the to-
tal cost of FD-Cache. This is why FD-Cache is less cost
effective than both IS-41 and IS41-Cache at low mean
call arrival rates and large networks. In summary, FD-
Cache is most effective for smaller caching threshold
values (or equivalently, with larger cache sizes), on
smaller networks, and at higher call arrival rates.

We are currently investigating these various schemes
using a detailed simulation model. Our preliminary re-
sults show that the performance improvement in the
delay to find a mobile significantly offset the perfor-
mance loss due to the message overhead of fully dis-
seminating location updates. We will report these sim-
ulation results in a future paper.

6 Conclusion

In this paper, we analyzed caching schemes used to
quickly determine the current location of a mobile user
in personal communication networks. We analyzed a
caching strategy where the location of users who move
frequently is cached. This mobility is measured locally
by each node based on only those movements that it
sees between successive calls to that mobile. To im-
prove the mobility measure, we proposed a caching
scheme based on fully disseminating the location up-
dates of mobiles to every node so as to increase the
chance that the cache entry points to the correct loca-
tion of the mobile user. We confirmed the premise of
our full dissemination based caching scheme through
extensive numerical results.
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Figure 2. (a) Find cost for 25 service areas, (b) Find cost for 100 service areas.
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Figure 3. (a) Total cost for 25 service areas, (b) Total cost for 100 service areas.



