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Variations of the M/M/1 Queuing System

In the analysis of the M/M/1 system, we have been concerned with exponential service times.
Recall that an exponential distribution is memory-less (i.e. the service time for one customer could
be thought of as totally independent of the service time of other customers). What if we relax this
condition? What if the servicetimeis NOT exponential ?

Constant Service Time (i.e. M/D/1 systems)

Here we assume that the service time is constant. In other words, all customers require the same
amount of service. Examples of constant service time include the transmission time of constant-
size cellsin ATM networks, or the time it takes to get a single car through a car-wash, etc. One can
show that under such assumption we get:

2

o
2(1-p)

2

we P
2(1-p)

Obvioudly, using Little formulae, we can estimate Tg and Tw as well.

q= +p

General Service Time (i.e. M/G/1 systems)

If we do not know the distribution of service time, but we know the normalized value of the
service time standard deviation (i.e. the ratio of the service time standard deviation and the service
time), then we can use the following formulae that we present without proof.
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Using Little's formulae, we can also cal culate/estimate the response time and the waiting time (Tq
and Tw).

o Noticethat for the exponentia distribution, A=1. This reduces the above equations to what
we have derived before for the M/M/1 system.

o Also, notice that for constant service time, A=0.5. This reduces the above equations to what
we have derived before for the M/D/1 system.

Generally speaking, the normalized value of the standard deviation of the service time gives us a
good indication of the expected performance of the system. The plot below shows the number of
customers in an M/G/1 system as we change this quantity. Notice that if we assume an exponential
distribution instead of a distribution for which the aforementioned ratio is less than 1, then we will
be “over estimating” the load in the system. Thus, the exponential distribution is a safe assumption
to make about service time if we know that the above ration is less than 1.
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Notice that the normalized value of the standard deviation (i.e. o,,/Ts) is an indication of the
unpredictability of (or variability in) the service time. The larger this value, the more likely it isfor
the system’s performance to deteriorate faster as the system utilization o gets closer to 1. This

means that, to get better performance, it is desirable to design systems with “predictable” service
time (i.e. less variahility).
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Finite Queue Systems (i.e. M/M/1/K systems)

In all the analysis we have done so far, we assumed that the queue size was infinite, in the sense
that we were always guaranteed that an incoming request would find a place to be queued.
Obvioudly, thisis not arealistic assumption. Now assume that the buffer size (i.e. number of place
holders that one can use for requests waiting for service) is finite. Specifically, assume that there
are only K such spaces. It is possible to analyze a system with Poisson Arrivals and Exponential
service times with a finite queue. For the purposes of this class, we will not derive these
relationships, but before presenting them, let us first discuss some of the consequences of having
limited queuing space.

In the M/M/1 system, every request was guaranteed to be serviced, eventually. We ensured this by
insisting that the utilization of the system be strictly less than 1--i.e., the arrival rate be less than
the maximum departure (or service) rate. This assured us that waiting time (in the queue) would be
finite. Now, if the buffer size islimited, then we cannot give a guarantee that every service request
will be serviced ssimply because there is a possibility that when a request arrives to the system,
there won’t be any place to “queue’ that request. The result is that the request must be rejected.

The possibility that requests could be “rejected” allows us (in fact) to relax the assumption we
made in M/M/1 systems---namely, that the system utilization be strictly less than 1. Therefore, in
M/M/1/K systems, it is possible for the arrival rate to be more than the maximum departure (or
service) rate.

We are now ready to review the formulae for the total number of requestsin the system.
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Aswe mentioned before, in an M/M/L/K system, there is a possibility that a request will be
“rejected” (i.e. no space to queueit). This probability is given by:
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Aswe have done repeatedly before, once we have obtained avalue for the total number of requests
in a system (), we can use Little's law to find out the value of the response time T, for that

system. Recall that Little's law states that the number of requests in the system is the product of
the response time and the rate of arrivals.

For an M/M/1/K we can compute g (as shown above). The question is “what is the rate of arrivals
for an M/M/U/K system?’ Isit simply A ? Not really! Remember that a percentage of the requests
will be “rejected” so in effect the rate of requests that will experience the response time T, must

exclude the “rate of rgection”. This gives us away to calculate the “effective rate” A" with which
requests are processed. Namely:

A'=2(1=Pr(S))

Now using this effective rate, we can use Little’' slaw to find the response time for requests that
were not rejected. Namely:

Tq:E
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