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Modern solid-state disks achieve high data transfer rates due to their massive internal parallelism. However, out-of-place updates for flash memory incur garbage collection costs when valid data needs to be copied during space reclamation. The root cause of this extra cost is that solid-state disks are not always able to accurately determine data lifetime and group together data that expires before the space needs to be reclaimed. Real-time systems found in autonomous vehicles, industrial control systems, and assembly-line robots store data from hundreds of sensors and often have predictable data lifetimes. These systems require guaranteed high storage bandwidth for read and write operations by mission-critical real-time tasks. In this article, we depart from the traditional block device interface to guarantee the high throughput needed to process large volumes of data. Using data lifetime information from the application layer, our proposed real-time design, called Telomere, is able to intelligently lay out data in NAND flash memory and eliminate valid page copies during garbage collection. Telomere’s real-time admission control is able to guarantee tasks their required read and write operations within their periods. Under randomly generated tasksets containing 500 tasks, Telomere achieves 30% higher throughput with a 5% storage cost compared to pre-existing techniques.
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1 INTRODUCTION

Autonomous vehicles, such as driverless cars and unmanned aerial vehicles, are becoming increasingly important in our society. Unmanned aerial vehicles are used to deliver equipment to medical facilities in times of crisis [40] and monitor public areas [5]. Autonomous vehicles rely on real-time processing of sensor data to perform collision avoidance, path planning, object detection, 3D scene reconstruction, simultaneous localization and mapping (SLAM), and other tasks. 3D cameras, laser range finders, radar, sonar and inertial sensors provide numerous data streams that need to
be stored and retrieved periodically with timing guarantees. Google’s self-driving car has been reported to generate on the order of 1 GB/s of data from its various onboard sensors [3]. Tesla recently announced moving toward a “pure vision” approach, relying on eight cameras and 12 ultrasonic sensors for autopilot. To accomplish mission objectives, these vehicles need to store, retrieve, and process a vast amount of parallel data streams within specific time bounds. For example, Georgia Tech’s Autonomous Mini Rally Car races around a track at 30 km/hour, calculating its trajectory 60 times every second [1]. This would require sensor data to be read in and processed every 16 msec. Assuming eight 4K 8-bit cameras streaming in 60 frames per second, we can calculate about 63 MB of camera data produced every 16 msec.

NAND flash memory has desirable characteristics for real-time information storage and retrieval, such as non-volatility, shock resistance, low power consumption, and fast access time [26, 37]. However, NAND flash memory management is complex because in-place updates are not possible. Once a memory location is written to, it must be erased before it can be written to again. Traditional solid-state disks (SSDs) designed for general or high-performance computing suffer from unpredictability such as high tail latency and are unable to meet real-time deadlines [22]. A large body of literature exists that provides throughput guarantees [14, 16, 38, 44]. However, related work that provides the strict timing guarantees of a real-time system is scarce despite the increasing demand for real-time sensor data storage. NAND flash memory also has a limited lifetime [29], as repeated writes and erasures of the same physical block wears it, rendering it eventually not usable. Thus, strategic placement of data in flash is important to reduce garbage collection (GC) overhead and increase device lifetime. Tesla recently announced failure in the eMMC flash memory card in their vehicles due to logging, which caused the flash memory to wear out too quickly [36]. Inefficient data storage in flash memory leads to poor performance, long latency, and short device lifetime [15, 17, 20, 22, 46].

GC incurs substantial overhead in flash memory when data with different expiration times are stored together in the same flash block. When a block needs to be reclaimed, the valid pages in that block have to be copied to another block. This is why traditional flash translation layers (FTLs) often have a tunable trade-off between storage and throughput utilization, as seen in Figure 1. Storage utilization here refers to how much of the available capacity is exposed as usable capacity to the user (the more capacity exposed to the user the higher the utilization), and bandwidth (or throughput) utilization refers to how close to the maximum device bandwidth a device can operate. Traditional flash designs copy valid pages during GC resulting in a write amplification factor (WAF) greater than 1, which directly affects throughput utilization. WAF is the ratio of the number of page writes on flash to the number of page write requests from the device driver. The higher the WAF value, the lower the throughput utilization. The WAF value can be decreased by increasing over-provisioning, or the amount of physical storage space that, instead of being available to the user, is used to facilitate GC. Higher over-provisioning will decrease WAF at the expense of lower storage utilization. If the SSD is able to figure out how to store data such that all the pages in a block become invalid before it needs to be reclaimed, GC overhead would only be a block erase, and it will not require any over-provisioning. This is the approach taken by multi-stream SSDs [17, 23, 45], where data with similar lifetime is assigned to a stream, and the FTL groups in the same physical blocks data from a single stream.

State-of-the-art SSD devices support a block I/O interface and do not have a way to receive application-specific knowledge needed to make the most informed decisions for data layout. Instead, they must infer data hotness, which often cannot be accurately predicted. We call this class drive-managed devices. A new class of devices expose a limited percentage of the internals of the SSD to the host-level software to enable fine-grained control over device operations from the host. We call this class host-managed devices. A host-managed approach, however, cannot provide a
real-time solution when wear-leveling is handled in the device. Our design bridges this gap where the application provides knowledge of the data lifetime and the throughput requirements and the drive guarantees predictable high throughput and storage utilization.

The problem: Current real-time approaches under-utilize throughput and storage. Real-time FTLs typically use redundancy to provide timing guarantees [28, 34, 38]. Writing parity data results in lower throughput and storage utilization. Another technique often used in real-time FTL designs to reduce latency is partial GC [34, 47]. However, these designs do not exploit the parallelism in an SSD, thus resulting in low throughput.

Our approach: Telomere. Based on the preceding information, this article presents the design of a drive-managed SSD system called Telomere, which allows data lifetime information to be passed from the application to the device. This is beneficial to real-time systems featuring numerous high bandwidth sensors (e.g., cameras) that must store, retrieve, and process data according to throughput requirements, and which must replace stale data once it has expired. Telomere carefully selects which data page to collocate in order to minimize GC overhead. Our throughput admission control guarantees that tasks meet their deadlines and admits task sets with high read and write throughput.

To capture real-time applications, we assume a real-time model where each application defines a set of periodic tasks with a pre-determined data lifetime per task. For each task, these parameters are passed to the operating system (OS) through the open() system call, then admission control tests determine whether the task is accepted. If the system cannot guarantee the throughput and lifetime requirements of a task, the open() syscall fails for that particular task.

Contributions. Our work offers the following contributions:

- A new interface that provides the drive with information about the lifetime of the data.
- Two block allocation algorithms for partitioning blocks among different tasks:
  - Single Task Placement (SiP) that allocates each task to different blocks, and
  - Shared Task Placement (SharP) that identifies which tasks exhibit similar data lifetime to collocate blocks with similar access patterns.
- A throughput-aware admission control to guarantee performance.
We both simulate and experiment on real hardware using an OpenSSD Cosmos board that allows us to treat an SSD as a white box.

2 BACKGROUND

This section explains the internals of NAND flash memory and describes flash properties such as GC, over-provisioning, and granularity to improve read and write throughput.

2.1 NAND Flash Memory

The internal structure of flash storage is significantly different from that of traditional mechanical hard drives. As shown in Figure 2, the smallest read and write unit in flash devices is a page. A page used to be standardized at 512 and 2,048 bytes [25]. However, recently much larger page sizes have been seen ranging from 4 to 32 KB [27]. In addition to data, a page also contains some extra bytes for an out of band (OOB) area, which is used to store bookkeeping information (e.g., error correction code (ECC)) for the corresponding page. Data in NAND flash memory cannot be overwritten; instead, a block of pages must first be erased before a page is eligible for reuse. When SSD initially became available, a flash block contained 32 or 64 pages [25]. Current flash blocks in SSDs can range from 128 to 512 pages [27]. A 4-MB block, for example, can contain 512 pages with each page containing 8 KB. Multiple blocks form a plane, and typically two to four planes form a die. The flash die, also known as a chip, is the smallest unit that can independently execute commands or report status. Typically, up to 16 flash chips form a flash package.
A flash package exists on a specific way on a specific channel. There are usually four to eight ways on a channel. The ways, also called banks, on a channel share a common flash bus and an internal data bus. The way arbiter in the channel controller grants access to the shared buses. This is called way interleaving or package-level parallelism. There are usually 4 to 8 channels in a consumer SSD [21, 30], although high-end enterprise SSDs such as Flashtec 3016 and 3032 have controllers with 16 and 32 channels, respectively. Each channel contains its own NAND interface block and ECC block, so it can operate independently. This is called channel striping or channel-level parallelism. Way interleaving and channel striping are the two main methods of parallelization that modern flash controllers support [10].

2.2 Garbage Collection

In a page-level mapping FTL, every logical page number is mapped to a physical page number. When a logical page gets updated, the physical page containing the old data gets marked as invalid and the new, updated content is written to a different physical page. When GC is triggered, a block is selected to be erased. All valid pages in that block are copied to a clean block, and the mappings are updated.

The need to reclaim space in NAND flash memory results in potentially unacceptable worst-case performance for a real-time system. When free space becomes limited, GC selects a block to reclaim. The valid pages in the selected block are copied to another block, and the selected block is erased. In the worst case, only one invalid page out of $P$ pages in a block is reclaimed. Therefore, if a write request triggers GC, it could be blocked waiting for one block erasure and $P - 1$ read and write operations to copy the valid pages.

To mitigate GC costs and efficiently perform wear-leveling, extra physical blocks are reserved to migrate valid data from blocks that are being reclaimed. These extra blocks make up the over-provisioning space in the SSD. With over-provisioning, the logical address space becomes a fraction of the physical address space in the SSD. Let $\lambda$ be the device utilization:

$$\lambda = \frac{\text{logical address space}}{\text{physical address space}}.$$  \hspace{1cm} (1)

Another frequently used metric for measuring the extra FTL capacity is defined as the ratio between the extra capacity and the user capacity, denoted as $\alpha$:

$$\alpha = \frac{\text{extra capacity}}{\text{user capacity}} = \frac{1}{\lambda} - 1.$$  \hspace{1cm} (2)

2.3 Access Granularity

When the read and write granularity of a request is more than one flash page, the FTL could stripe the request across different parallel units to increase read and write throughput. Although write requests with granularity of one page could be buffered and written to flash memory in parallel, the worst-case scenario for read requests is that all the pages that need to be read exist on a single flash die and cannot be performed in parallel. Therefore, the read bandwidth can be achieved when the read and write granularity equals the number of parallel units in the SSD.

2.4 Drive-Managed vs. Host-Managed Design

To support the block I/O interface, traditional drive-managed SSDs include an FTL, which performs address mapping, GC, wear-leveling, and error correction [24]. However, these SSDs suffer from shortcomings such as log-on-log [46], high tail- [15], and unpredictable I/O latency [2, 11].

Figure 3(a) shows the FTL for a drive-managed design. The I/O interface does not provide the drive with any knowledge of the lifetime of the data being stored. Without this application-specific
In drive-managed designs, the SSD includes a layer of indirection (the FTL). In host-managed designs, the mapping and GC is managed by a software FTL layer in the OS or in the application layer. Knowledge, drive-managed SSDs can only infer update frequencies to try to store hot (recently updated) and cold data in different blocks. Storing hot and cold data together increases GC overhead. This is caused by writing hot data to a new block, invalidating old pages of the updated data in a victim block, copying valid pages for cold data in the victim block to the new block, and then erasing the victim block. The copying of the valid data would be eliminated if it were not located in the same block as hot data. Prior work [17, 23, 45] shows that writing data with similar hotness or lifetime to the same flash blocks results in improved performance.

To overcome the shortcomings of drive-managed SSDs, the Open-Channel SSD community has been pushing for host-managed devices [8]. For example, approaches such as LightNVM [9] and Zoned Namespaces [7, 42] expose the SSD internals to host-level software, which is able to control data placement and I/O scheduling. Figure 3(b) shows a host-managed design, where the mapping and GC is handled by a software FTL in the OS, or in the application itself.

Currently, the Open-Channel SSD community is developing a standard as part of the NVMe 2.0 specification, to allow an SSD to expose a logical address namespace using zones [7]. In this new interface, applications can intelligently decide where to place the data in zones based on their knowledge of data hotness. Samsung showed that by passing information from the application down to the drive to specify data hotness, they were able to improve the update throughput by 56% [17]. The increase in throughput is attributed to lower valid page copies and GC overheads. However, with host-managed devices, wear-leveling [29, 32] is still implemented in the device, where it is able to track bad blocks and perform error correction. This leads to movement of data and erasure of blocks outside the control of the software FTL or the application layer. In turn, this adds timing unpredictability to the performance of applications, which is undesirable in a real-time system.

### 3 Telomere Design

Our proposed design, called Telomere, is a drive-managed design, where data lifetime is passed down to the FTL, enabling it to efficiently store data such that GC overhead is only a block erasure. It is a NAND flash storage system targeted for sensor data in real-time systems. As shown in Figure 4, Telomere stripes data across parallel units in the SSD and eliminates write amplification...
Fig. 4. A Telomere-compliant application defines a set of periodic tasks with a pre-determined data lifetime per task. These parameters are passed to the OS on the open() syscall, and admission control tests determine if the task is accepted. Then, Telomere places data with similar expiration times together in the same block so that GC overhead is minimized.

by using a block expiration time. Data has a lifetime value and each block is associated with a future timestamp at which point all the data inside that block will become invalid. Telomere places data with similar expiration times together in the same block so that GC overhead is minimized. It eliminates the need to copy valid pages to a new block to reclaim the invalid pages in that block. Instead, pages with similar expiration times and update frequencies are stored together and the block is reclaimed when all the pages become invalid. Thus, GC in Telomere is simply a block erasure.

3.1 Task Model
Let \( \{\tau_1, \tau_2, \ldots, \tau_n\} \) be a set of \( n \) periodic tasks on the FTL performing read and write requests. Each task \( \tau_i \) is associated with a real-time CPU task \( \delta_i \) with a capacity and a period. On open(), the user specifies a task with a read period \( T^r_i \), a write period \( T^w_i \), the maximum number of flash pages read \( r_i \) and written \( w_i \) during their respective periods, and a data lifetime \( l^w_i \). Table 1 contains all the symbol definitions. The read and write periods are multiples of the period of \( \delta_i \), the associated real-time CPU task. The data lifetime is the number of write periods after the data is written during which the data is valid. After \( l^w_i \) periods, the data expires and is no longer accessible. A periodic task releases jobs at regular intervals based on its period. Each job has a request time and a deadline. We assume the deadline equals the period. Note that a task in our model corresponds to opening a file. A CPU task can open multiple files, which would result in multiple tasks in our model. Our task model is similar to the one used in Partitioned Real-Time FTL [28].

During the open() syscall, the admission control executes to ensure there are enough resources for the new task \( \tau_i \) to run. The admission control consists of two parts. First, we present the storage admission control to guarantee the availability of free pages to write the data from task \( \tau_i \). Second, we provide the throughput admission control to guarantee the read and write throughput requirement of task \( \tau_i \).

---

1The name Telomere is inspired by the biological structures that cap the ends of chromosomes that are truncated during cell division. Over time, the telomere ends become shorter; when they get too short, the cell can no longer divide and “expires” or dies.
4 STORAGE ADMISSION CONTROL

To guarantee that there are enough free pages available to write new data, we need to bound the number of blocks used. To simplify the problem, we assume that the number of free pages needed by a task is available at the beginning of each period. In addition, to ensure that the data can be read regardless of when the CPU task is scheduled, we add an extra period to the expiration time. For a task \( \tau_i \) with write period \( T_{w_i} \), we can calculate the latest write request start time \( s \) and the time those pages will expire \( e \) at a time \( t \) as follows:

\[
s = \left\lfloor \frac{t}{T_{w_i}} \right\rfloor \cdot T_{w_i},
\]

\[
e = s + l_{w_i} \cdot T_{w_i} + T_{w_i}.
\]

We present two block allocation algorithms to bound the number of blocks needed for a task set. The Single Task Placement (SiP) allocates different blocks to each task. The Shared Task Placement (SharP) groups together tasks with similar data lifetime and shares blocks among the group of tasks.

### 4.1 Single Task Placement (SiP)

SiP allocates independent blocks to store the incoming write jobs from each task. For example, assume that each block contains eight pages. Let task \( \tau_1 \) request one page write every two time units that expires after three periods, and let task \( \tau_2 \) request two pages of data written every three time units that expire after two periods.

To calculate the number of blocks to allocate to a task, we need to compute how much valid data the task stores and how many extra pages are stored before the block containing the oldest data expires. A block expires when all of its pages become invalid.

For example, in Figure 5, the maximum number of valid pages stored by task \( \tau_1 \) at any point in time is four pages. Let \( w_i \) be the number of pages written in one period, and \( l_{w_i} \) be the number of periods before the data expires. \( K(\tau_1) \) is the maximum number of valid pages stored by \( \tau_1 \) defined...
![Telomere SiP: a block only contains data written by one task. $\tau_1$ writes data to blocks $B_1$ and $B_2$. $\tau_2$ writes data to blocks $B_3$ and $B_4$. No block contains data from both tasks.](image)

Fig. 5. Telomere SiP: a block only contains data written by one task. $\tau_1$ writes data to blocks $B_1$ and $B_2$. $\tau_2$ writes data to blocks $B_3$ and $B_4$. No block contains data from both tasks.

as follows:

$$K(\tau_i) = w_i \cdot (l_i^w + 1).$$  

Equation (5) assumes a read and write request size of one page. Oftentimes, requests of multiple pages are striped across flash chips to improve throughput. We extend the calculation to a granularity size of $g$ pages. Similar to our previous assumption when $g = 1$, we assume in the following equation that the number of pages written in one period is less than the granularity multiplied by the size of a flash block ($w_i < g \cdot P$). $H_g(\tau_i)$ is the number of blocks needed by task $\tau_i$ defined as follows:

$$H_g(\tau_i) = g \cdot \left(\left\lceil \frac{K(\tau_i) + w_i \cdot \lceil t_e/T_i^w \rceil}{g \cdot P} \right\rceil + 1\right).$$  

Equation (6) assumes a read and write request size of one page. Oftentimes, requests of multiple pages are striped across flash chips to improve throughput. We extend the calculation to a granularity size of $g$ pages. Similar to our previous assumption when $g = 1$, we assume in the following equation that the number of pages written in one period is less than the granularity multiplied by the size of a flash block ($w_i < g \cdot P$). $H_g(\tau_i)$ is the number of blocks needed by task $\tau_i$ defined as follows:

$$H_g(\tau_i) = g \cdot \left(\left\lceil \frac{K(\tau_i) + w_i \cdot \lceil t_e/T_i^w \rceil}{g \cdot P} \right\rceil + 1\right).$$  

Without the preceding assumption on $w_i$, $K$, $K'$ and $H_g$ are defined as follows:

$$K(\tau_i) = \left\lceil w_i \% (g \cdot P) \right\rceil \cdot (l_i^w + 1),$$  

$$K'(\tau_i) = g \cdot \left\lfloor \frac{w_i}{g \cdot P} \right\rfloor \cdot (l_i^w + 1).$$  

$$H_g(\tau_i) = g \cdot \left(\left\lceil \frac{K(\tau_i) + w_i \cdot \lceil t_e/T_i^w \rceil}{g \cdot P} \right\rceil + 1\right).$$  

$$H_g(\tau_i) = g \cdot \left(\left\lceil \frac{K(\tau_i) + w_i \cdot \lceil t_e/T_i^w \rceil}{g \cdot P} \right\rceil + 1\right).$$  

Fig. 6. Telomere SharP: a block contains data written by multiple tasks. Blocks $B_1$, $B_2$, and $B_3$ are shared among tasks $\tau_1$ and $\tau_2$.

$$H_g(\tau_i) = g \cdot \left( \left\lceil \frac{K(\tau_i) + w_i \cdot \left[T_{\tau_i}^w/T_{\tau_i}^w\right]}{g \cdot P} \right\rceil + 1 \right) + K'(\tau_i).$$ \hspace{1cm} (10)$$

The total number of blocks needed for a task set, $D$, is the sum of the blocks needed for each task. Let $S_{\text{blocks}}$ be the total number of physical blocks. The storage admission control guarantees that the SSD logical space ($S_{\text{blocks}} \cdot \lambda$) can store data from all the tasks.

$$D = \sum_{i=0}^{m} H_g(\tau_i) \leq S_{\text{blocks}} \cdot \lambda$$ \hspace{1cm} (11)$$

The benefit of SiP is the simplicity in its implementation, and, as we show in Section 6, its storage cost is comparable to the more complicated SharP algorithm when the size of the task set is small.

### 4.2 Shared Task Placement (SharP)

SharP uses the observation that since a block is erased when all the data pages expire, data with similar start and expiration times should be stored together. However, in the case that mixing has no benefit, then SharP falls back to a SiP-like partitioning that each task would use different blocks to store data. Figure 6 is an example of when it is more efficient to share blocks among the write requests of tasks $\tau_1$ and $\tau_2$ compared to allocating independent blocks for each task. When a block stores write requests from both tasks, only three blocks are needed compared to four blocks needed in SiP.

To determine the number of blocks to allocate to a set of tasks $\tau_i, \ldots, \tau_j$, SharP first computes the percentage of a block that will be written to by each task. For example, in Figure 6, task $\tau_1$ writes to three to four pages of a block and task $\tau_2$ will write to four to five pages of a block. SharP determines how much of each block a task writes to based on the task’s throughput requirement ($T_{\tau_i}^w$) compared to the total write throughput requirement of the set of tasks. $Q(\tau_i, \{\tau_h, \ldots, \tau_k\})$ is the fraction of write throughput requirement of $\tau_i$ over the write throughput requirement of the set of tasks $\{\tau_h, \ldots, \tau_k\}$. It is defined as follows:

$$Q(\tau_i, \{\tau_h, \ldots, \tau_k\}) = \frac{w_i/T_{\tau_i}^w}{\sum_{j\in\{\tau_h, \ldots, \tau_k\}} (w_j/T_{\tau_j}^w)}.$$ \hspace{1cm} (12)
Since each task can no longer write to all the pages in a block, the denominator in Equation (7) is multiplied by \( Q(\tau_i, \{\tau_h \ldots \tau_k\}) \). Again, we assume that \( w_i < g \cdot P \). \( J(\tau_j, \{\tau_i \ldots \tau_k\}) \) is number of blocks needed by task \( \tau_j \) while sharing blocks with other tasks in the set. It is defined as follows:

\[
J(\tau_j, \{\tau_i \ldots \tau_k\}) = g \cdot \left( \frac{K(\tau_j) + w_j \cdot \lceil t_e/T^w_j \rceil}{g \cdot P \cdot Q(\tau_j, \{\tau_i \ldots \tau_k\})} + 1 \right).
\]  

(13)

The total number of blocks needed by the set of tasks is the maximum \( J(\tau_j, \{\tau_i \ldots \tau_k\}) \) of all the tasks.

\[
H_g(\{\tau_i \ldots \tau_k\}) = \max_{\tau_j} J(\tau_j, \{\tau_i \ldots \tau_k\})^2
\]

(14)

Again, without the assumption on \( w_i \), the equations are as follows:

\[
Q(\tau_i, \{\tau_h \ldots \tau_k\}) = \frac{(w_i \% (g \cdot P))/T_i}{\sum_{\tau_j \in \{\tau_h \ldots \tau_k\}} (w_j \% (g \cdot P))/T_j},
\]

(15)

\[
J(\tau_j, \{\tau_i \ldots \tau_k\}) = g \cdot \left( \frac{K(\tau_j) + w_j \cdot \lceil t_e/T^w_j \rceil}{g \cdot P \cdot Q(\tau_j, \{\tau_i \ldots \tau_k\}), g} + 1 \right) + K'(\tau_i).
\]

(16)

SharP partitions the tasks in a task set such that each partition will use separate blocks to store data. First, the tasks are sorted by the amount of time the data is alive, \((T^w_i \cdot (l^w_i + 1))\). The algorithm keeps track of a current partition and determines whether each task should be added to the current partition. The pseudocode is shown in Algorithm 1. For each task \( \tau_i \), the algorithm calculates the number of blocks needed if \( \tau_i \) is added to the current partition \( \text{opt}1 \) and if \( \tau_i \) is excluded from the current partition—that is, whether \( \tau_i \) should be added to the next partition with the next task \( \tau_2 \) \( \text{opt}2 \) or if \( \tau_i \) should be its own partition and not be grouped with any other tasks \( \text{opt}3 \).

The following example highlights why we need to consider task \( \tau_2 \) in Algorithm 1. Assume there are eight pages in a block, time to erase a block is 2.7 msec, \( g = 1 \), and the current partition is \( \{\tau_0\} \), where \( \tau_0 = (w_0 = 4, T^w_0 = 9, l^w_0 = 9) \). Let \( \tau_1 = (w_1 = 3, T^w_1 = 14, l^w_1 = 7) \) and \( \tau_2 = (w_2 = 7, T^w_2 = 16, l^w_2 = 7) \), where the period is in milliseconds. To determine whether or not \( \tau_1 \) should be added to the current partition, we calculate \( \text{opt}1 = H(\{\tau_0, \tau_1\}) + H(\tau_2) = 20, \text{opt}2 = H(\{\tau_0\}) + H(\{\tau_1, \tau_2\}) = 19, \) and \( \text{opt}3 = H(\{\tau_0\}) + H(\tau_1) + H(\tau_2) = 21 \). Here, we find that \( \text{opt}2 \) provides the partition with the smallest number of blocks, so \( \tau_1 \) is not added to \( \tau_0 \). If we did not consider task \( \tau_2 \) in Algorithm 1, we would have only calculated \( H(\{\tau_0, \tau_1\}) = 11 \) and \( H(\{\tau_0\}) + H(\tau_1) = 12 \), and ended up adding \( \tau_1 \) to the partition containing \( \tau_0 \).

5 THROUGHPUT ADMISSION CONTROL

In addition to the storage admission control, we also need to guarantee the read and write throughput of the tasks. Due to out-of-place updates in NAND flash, the read and write throughput can fluctuate due to interfering GC activities.

A read request with granularity \( g \) can be performed in parallel when \( g > 1 \). The read capacity \( C^r_i \) for task \( \tau_i \) is as follows:

\[
C^r_i = \left\lfloor \frac{r_i}{g} \right\rfloor \cdot t_r,
\]

(17)

where \( t_r \) is the time it takes to read a flash page.

\footnote{Note that \( H_g(\{\tau_i\}) \) of a list consisting of a single task is equivalent to \( H_g(\tau_i) \) in Equation (7).}
**Algorithm 1:** Telomere SharP partitions tasks such that each partition will use separate blocks to store data.

1: **procedure** TelomereSharP(tasks)
2: Sort tasks by increasing $(T^w \cdot (I^w + 1))$
3: idx = 0
4: i = 0
5: tlen = tasks.length
6: while $i < tlen - 1$ do
7:     $\tau_1 = tasks[i]$
8:     $\tau_2 = tasks[i + 1]$
9:     opt1 = $H(tasks[idx : i + 1]) + H(\tau_2)$
10:    opt2 = $H(tasks[idx : i]) + H([\tau_1, \tau_2])$
11:    opt3 = $H(tasks[idx : i]) + H(\tau_1) + H(\tau_2)$
12:    minBlks = $\min(opt1, opt2, opt3)$
13:    if opt1 == minBlks then
14:        $i = i + 1$
15:    else
16:        Add tasks[idx : i] to partitions
17:        if opt2 == minBlks then
18:            idx = i
19:            $i = i + 1$
20:        else
21:            Add $[\tau_1]$ to partitions
22:            idx = $i + 1$
23:            $i = i + 2$
24:        end if
25:    end if
26: end while
27: opt1 = $H(tasks[idx : tlen - 1])$
28: opt2 = $H(tasks[idx : tlen - 1]) + H(tasks[tlen - 1])$
29: if opt1 < opt2 then
30:    Add tasks[idx : tlen] to partitions
31: else
32:    Add tasks[idx : tlen - 1] to partitions
33:    Add $[tasks[tlen - 1]]$ to partitions
34: end if
35: **end procedure**

A write request is first written to a buffer and later written to flash. Since there are no in-place updates in flash memory, a write request consisting of multiple pages can be distributed to different flash chips. The write capacity $C_i^w$ for task $\tau_i$ is as follows:

$$C_i^w = \left\lceil \frac{w_i}{S_{chips}} \right\rceil \cdot t_w,$$

where $t_w$ is the time it takes to write a flash page.
Every write task has a corresponding GC task:

\[ C_i^g = \left\lceil \frac{t_e}{S_{\text{Chips}}} \right\rceil \]
\[ T_i^g = \begin{cases} T_i^w / \frac{w_i}{P}, & \text{if } w_i > P \\ T_i^w \cdot \left\lfloor \frac{P}{w_i} \right\rfloor, & \text{otherwise} \end{cases} \quad (19) \]

where \( t_e \) is the latency for block erasure.

A schedulability test is invoked to ensure that all the read and write requests are schedulable. We use **Earliest Deadline First (EDF)**. The largest non-preemptive period is the longest flash operation that takes place on write flash chips, which is a block erasure. The feasibility of the real-time write requests can be verified by the following equation derived from Theorem 2 in Baker’s Stack Resource Policy work [4], which presents a sufficient condition of the schedulability of tasks that have non-preemptible portions under EDF:

\[ \frac{t_e}{\text{min}(T)} + \sum_{i=1}^{n} \left( \frac{C_i^r}{T_i^r} + \frac{C_i^w}{T_i^w} + \frac{C_i^g}{T_i^g} \right) \leq 1, \quad (20) \]

where \( \text{min}(T) \) is the minimum period in all \( T_i^r, T_i^w, \) and \( T_i^g \).

### 6 EVALUATION

The experimental evaluation consists of three sections: simulation-based schedulability tests, event-driven simulation to measure GC overheads, and hardware experiments on the OpenSSD Cosmos board. The admission control simulation shows that Telomere has a higher feasible throughput utilization with an additional storage cost. The event-driven simulation presents Telomere’s low GC overhead. Hardware experiments with the OpenSSD Cosmos board show that Telomere is able to maintain high and predictable throughput.

#### 6.1 Admission Control Simulations

**6.1.1 SSD Parameters.** We assume the following parameters for an SSD with 1 TB of storage. There are 16 flash channels, each containing 4 flash chips. There are 4,096 blocks per flash chip and 128 pages in a block, and each page is 32 KB. The average page read time is 0.2 msec, the average page write time is 0.7 msec, and the average block erasure time is 2.7 msec. The read bandwidth is 100 MB/s, the write bandwidth is 41.4 MB/s, and the block erasure bandwidth is 1.4 GB/s [16].

**6.1.2 Data Generation Parameters.** Fifty random task sets were generated with two varying total utilizations, \( U^s \) for storage and \( U^b \) for bandwidth, using the UUniFast algorithm [6] with values ranging from 0.01 to 1.0 in 0.01 increments. Each task set contains 500 tasks. Each task \( t_i \) has a storage utilization \( U_{i}^s \) and a bandwidth utilization \( U_{i}^b \) such that \( \sum_{i} U_{i}^s = U^s \) and \( \sum_{i} U_{i}^b = U^b \). The read period \( T_{i}^r \) and write period \( T_{i}^w \) for each task is calculated based on the number of pages read and written per period. Data is striped across all flash chips, so the read and write granularity is 64. Let \( B_{\text{max}}^R \) be the read bandwidth, and let \( B_{\text{max}}^W \) be the write bandwidth. We generate reads and writes up to half of their respective bandwidths.

\[ T_i^r = \left\lceil \frac{r_i}{U_{i}^b \cdot \left( B_{\text{max}}^R / 2 \right)} \right\rceil \quad (21) \]
\[ T_i^w = \left\lceil \frac{w_i}{U_{i}^b \cdot \left( B_{\text{max}}^W / 2 \right)} \right\rceil \quad (22) \]
Fig. 7. Storage and throughput utilization at which 100% of the task sets are schedulable with different read and write granularity. As granularity increases, both throughput utilization and storage cost increases. The storage cost of Telomere SharP grows slower than Telomere SiP.

Fig. 8. Storage and throughput utilization at which 100% of the task sets are schedulable with varying number of tasks in a task set. The number of tasks in a task set significantly affects the storage cost of Telomere SiP since each task is assigned independent blocks.

The lifetime of the data depends on the storage utilization of the task and the number of pages the task writes to guarantee that the SSD has the capacity to store all the valid data.

\[
l_i^w = \left\lceil \frac{U_i \cdot S_{\text{pages}}}{w_i} \right\rceil
\]

6.1.3 Telomere SiP and SharP. The storage cost of Telomere SiP and SharP depends on the read and write granularity and the number of tasks in a task set. In Figures 7 and 8, we show the maximum storage utilization out of a 1-TB drive with device utilization \( \lambda = 0.90 \) as we vary these parameters.

Figure 7 shows how the read and write granularity affects the storage cost and throughput of Telomere SiP and SharP. When granularity increases, more pages are striped across flash chips. This means that multiple pages can be read and written in parallel, which leads to increased throughput. The striping of data also results in increased storage cost for Telomere SiP and SharP. Figure 7 shows the maximum storage and throughput utilization at which 100% of the task sets are schedulable. We do not plot the gradient from 100% to 0% schedulable because it is very small (within 1% to 2% storage or throughput utilization). Note that in our simulation, there are 64 flash chips, so there will not be any throughput or storage cost increase for granularity \( g > 64 \).
Figure 8 shows the storage cost of Telomere SiP and SharP as the number of tasks in each task set varies. We plot the storage and throughput utilization at which 100% of the task sets are schedulable for task sets with 100, 250, 500, and 1,000 tasks. As expected, the storage cost increases as the number of tasks increases. However, the storage cost of Telomere SharP grows at a much slower rate than that of Telomere SiP. The slight decrease in throughput utilization when the size of the task set decreases is due to the shorter periods in the generated tasks, which results in a larger value for the first term \( \frac{t_{min}(T)}{t_{min}} \) in Equation (20).

6.1.4 Comparison to Previous Work. We compare Telomere to previous real-time FTL: the Worst-case and Average-case joint Optimization for Garbage Collection (WAO-GC) [47]. We do not compare with Partitioned Real-Time FTL [28] since writes and GC are partitioned onto one-fourth of the flash chips to provide low and predictable read latency. Thus, the write bandwidth is significantly lower than the methods compared to. Due to the limited number of real-time FTls to compare against, we also compare Telomere to non-real-time work by Stoica and Ailamaki [41] on improving flash write performance using update frequency. Their work partitions pages into sets with update frequencies that decrease in powers of 2. When a page becomes cold, it moves to a set with a lower update frequency. Similarly, when it becomes hotter, it moves to a set with a higher update frequency. Each set is stored as a log structure, and this algorithm is called MultiLog data placement. Stoica and Ailamaki [41] also provide algorithms for estimating page update frequency, including an Oracle algorithm that knows the exact page update frequency, and thus has the lowest GC overhead. We compare Telomere to MultiLog-Oracle. In addition, we apply bank reservation [16] to provide throughput admission control based on the average observed WAF value of MultiLog-Oracle for two different workloads. The work of Stoica and Ailamaki [41] is selected for comparison because the motivation is similar to ours in that data with similar update frequencies should be placed together. Real-time FTls often sacrifice bandwidth for predictability. We show that Telomere achieves better throughput under certain over-provisioning levels even compared to non-real-time methods.

6.1.5 Comparison to WAO-GC. WAO-GC [47] builds upon the partial GC technique. In addition to real-time bounds, WAO-GC shows that it is able to achieve better average-case performance than Guarantee FTL [13] and Real-Time FTL [34] by using over-provisioning to delay GC. WAO-GC derives a maximum \( \lambda \) value using SSD parameters to guarantee that a page write will only be blocked by one partial GC step. With our SSD parameters, the upper bound of \( \lambda \) for WAO-GC is 0.74.

WAO-GC uses page-level mapping. Thus, the storage admission control needs can be calculated as a function of its over-provisioning. Specifically, the number of pages needed by tasks to store data has to be less than \( \lambda \) times the total number of physical flash pages.

\[
\sum_{i=0}^{m} [w_i \cdot (l_i^w + 1)] \leq \lambda \cdot S_{pages}
\]  

Figure 9 shows the maximum throughput and storage utilizations at which 100% of the task sets are schedulable at different over-provisioning levels. When over-provisioning \( \alpha = 0.10 \), 10% of the physical space reserved for wear-leveling for each method, which is why in Figure 9(a) task sets that need more than 10% of the storage space are not schedulable. Specific wear-leveling techniques are outside the scope of this work, but we reserve the same capacity of the SSD for wear-leveling purposes to make a fair comparison of the different methods with flash endurance taken into account. Note that because Telomere does not copy valid pages during GC, it needs less over-provisioning than other methods that need to perform wear-leveling during GC to achieve
Fig. 9. Storage and throughput admission control. Lines indicate the maximum utilization at which 100% of the task sets are schedulable. MultiLog-Oracle method is plotted in dotted lines because the bank reservation throughput admission control [16] is not real time and the WAF is the average observed value, not the worst case.

the same flash endurance. We can see that the storage cost of Telomere SiP is 19% and Telomere SharP is 6%. Note that the storage utilization of WAO-GC cannot be higher than 0.74 since WAO-GC requires a certain amount of over-provisioning to guarantee that a page write will only trigger one partial GC step. This is why at $\alpha = 0.10$, WAO-GC rejects more task sets than Telomere SharP even with Telomere’s extra storage cost.

Figure 9 also shows the percentage of task sets schedulable under the throughput admission control with different over-provisioning values. The Telomere throughput admission control is calculated with Equation (20). WAO-GC does not provide admission control for multiple flash chips. It only guarantees that a write request will be blocked by no more than a partial GC step. We use the admission control in Equation (20) with the following write and GC capacities:

\[ C^w_i = \left\lceil \frac{w_i}{S_{\text{chips}}} \right\rceil \cdot (t_w + \max(t_e, t_r + t_w)), \]

\[ C^0_i = 0. \]

The schedulability simulation shows that WAO-GC starts rejecting task sets at 38% throughput utilization, whereas Telomere SiP and SharP are 100% schedulable at 83% throughput utilization.

6.1.6 Comparison to MultiLog-Oracle. The MultiLog-Oracle algorithm can be integrated into a page-level mapping FTL, so the storage admission control can be calculated using Equation (24). For the throughput admission control, because MultiLog-Oracle is not real time, we will rely on the observed WAF value for two different workloads and use bank reservation [16] to provide a throughput admission control on average. Banks are dynamically partitioned to service read and write requests and perform GC based on the read and write throughput specified. Unlike Telomere’s throughput admission control, bank reservation [16] does not guarantee that each task will be able to perform its specified number of page reads and writes within its period. It only guarantees that a total read and write throughput from all the tasks in the task set can be sustained on average.

When over-provisioning $\alpha = 0.10$, MultiLog-Oracle has an average write amplification factor experienced with a random workload at $WAF = 5.0$. Since our random workload generated may be different from theirs, we also use their lower average write amplification factor value for a skewed Zipf 80/20 distribution at $WAF = 2.0$. Table 2 summarizes the WAF for MultiLog-Oracle at different over-provisioning levels. Note that these WAF values are the average estimated under...
empirical observation. They are not the worst-case WAF values. Therefore, we plot the MultiLog-Oracle method in dotted lines.

Figure 9(b) and (c) show the storage/throughput trade-off for MultiLog-Oracle at different levels of over-provisioning. Lower storage utilization in MultiLog-Oracle leads to higher throughput. The inverse relationship between throughput and storage utilization is because to achieve higher throughput, the write amplification factor has to be lower, which means more over-provisioning, which leads to lower storage utilization. Telomere SharP does not suffer from a decrease in throughput when storage utilization increases.

For over-provisioning $\alpha = 0.75$, Figure 9(c) shows that MultiLog-Oracle for a workload with a skewed Zipf 80/20 distribution has an observed WAF that admits a higher throughput using bank reservation compared to Telomere. This is because bank reservation [16] only guarantees that a total read and write throughput from all the tasks in the task set can be sustained on average, whereas Telomere’s throughput admission control guarantees that each task will perform its specified number of page reads and writes within its period.

MultiLog-Oracle, like traditional FTLs, has a tunable storage/throughput trade-off. It can achieve either high storage utilization with low throughput utilization, as seen in Figure 9(a), or high throughput utilization with low storage utilization, as seen in Figure 9(c). Telomere, as seen in Figure 9(a), can achieve both high throughput and storage utilization.

### 6.2 Wear-Leveling Experiments

We also measured the effectiveness of wear-leveling for Telomere and Pagemap under different levels of over-provisioning using the health binning wear-leveling technique [33]. Pletka et al. [32] measured raw bit error rates (RBER) of the worst page obtained from the blocks of a real consumer-level 16-nm MLC flash chip and found that it is a function of the nominal endurance, defined as the program/erase cycle normalized to the manufacturer-specified block endurance. The wear of a 2D flash block of advanced age can be accurately modeled using the following log-log model:

$$\log_{10}(W_b) = x_b + y_b \cdot \log_{10}(E(b)), \quad (27)$$

where $E(b)$ denotes the program/erase cycle of block $b$ normalized to the manufacturer-specified block endurance, and $x_b$ and $y_b$ are parameters obtained from large-scale characterization and are distinct for every block [32]. In the health binning wear-leveling technique, the health of a block is determined by Equation (27). The hottest data is placed in the healthiest blocks, and cold data is placed in less healthy blocks.

We run the event-driven simulator for Telomere and Pagemap under (1) no wear-leveling, where the free blocks queue is a First-In-First-Out queue, and (2) RBER-balancing wear-leveling, where the free blocks queue is sorted by the RBER of the blocks. Telomere is also run with health binning. The page-map FTL is not run with health binning because WAO-GC page-map FTL does not co-locate data with similar hotness. WAO-GC’s partial GC constraints restrict valid pages of a victim block to be written to the same block as incoming write requests, regardless of data hotness. Thus, health binning cannot be used since it only works with FTLs that collocate together data with

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Random</th>
<th>Zipf 80/20</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>$WAF = 5.00$</td>
<td>$WAF = 2.00$</td>
</tr>
<tr>
<td>0.30</td>
<td>$WAF = 2.20$</td>
<td>$WAF = 1.50$</td>
</tr>
<tr>
<td>0.75</td>
<td>$WAF = 1.25$</td>
<td>$WAF = 1.13$</td>
</tr>
</tbody>
</table>
similar update frequency. For the simulation, we generate 20 task sets for each $\lambda$ value from 0.70 to 0.95 in increments of 0.05. Each task set contains 10 tasks that are generated with relative standard deviation $v = 70$. The simulation runs until 2% of the blocks reach a wear value of $W_b = 10^{-2}$, which is the RBER threshold for declaring a block dead [48]. Pletka and Tomic [33] observed that once a small percentage of the blocks have been retired as they reach the error correction capability of the ECC, write amplification jumps abruptly, and the performance of the device drops suddenly. Thus, we end our simulation when 2% of the total number of flash blocks get retired.

Figure 10 shows the Cumulative Distribution Function (CDF) of the measured RBER at end of the simulation run for a task set with $\lambda = 0.10$ for Telomere and Pagemap with different wear-leveling algorithms. We tested the health binning algorithm (HB), RBER-balancing wear-leveling algorithm (RBER), and no wear-leveling with a First-In-First-Out free blocks queue (noWL). In the ideal case, the blocks would all wear out at the same time. In the graph, the CDF for the RBER would be 0% for RBER less than $10^{-2}$ and then 100% at $10^{-2}$. Telomere HB and Telomere RBER are both more effective at wear-leveling than Telomere noWL, Pagemap RBER (page-map FTL with RBER wear-leveling algorithm), and Pagemap noWL (page-map FTL with no wear-leveling algorithm).

6.3 Hardware Experiments

We use the OpenSSD Cosmos board [39], pictured in Figure 11, to implement three FTLs: Telomere, WAO-GC, and page-map FTL. As shown in Figure 12, the board is connected via an external PCIe cable to a PC with an ASRock Z68 PRO3-M Motherboard and a 3.10-GHz Intel Core i3-2100 CPU running the Quest real-time operating system [49].

The Cosmos board includes the Zynq-7000 with dual ARM Cortex-A9 and NEON DSP coprocessor for each core. The internal structure of a Zynq-7000 SoC has two components: the processing system (PS) and the programmable logic (PL). The processing system component includes the dual-core ARM processor, the memory interfaces, and the I/O peripherals. The PL component includes the FPGA fabric. The flash storage controller is synthesized in the PL, and the FTL firmware is running on the ARM Cortex-A9.

The OpenSSD Cosmos board has two small outline dual in-line memory modules (SODIMMs), each containing Micron Technology’s MLC NAND flash (with part number

MT29F256G08CMCABH2). A block contains 256 pages, and a page is 8 KB. The FTL sends commands to way controllers directly; however, it cannot access the channel controller including the way arbiter, page buffer, and the BCH ECC engine. The way arbiter grants permission in a round-robin manner for the way controllers to use the common flash bus or the internal data bus to access the page buffer. The page buffer stores 2 KB of data, 60 bytes of ECC parity, and 90 reserved bytes. Since a flash page is 8 KB, data transfer between the page buffer and the encoder/decoder occurs four times for each flash page.

The FTL is implemented in the ARM Cortex-A9 and sends commands to the way controllers directly. To perform a page write, when the way arbiter grants access to the internal data bus, the command is issued and data is moved from DRAM to the page buffer. The data is then transferred to the ECC encoder that calculates the parity and transfers data and parity to the page buffer. Then, data is transferred to the way controller and finally to the NAND flash when the way arbiter grants access to the common flash bus. To perform a page read, data arrive from the way controller and
are transferred to the ECC decoder. If there are errors in the data, the ECC decoder corrects the data and transfers the data to the page buffer. Data is then transferred to DRAM.

The device driver splits up each read or write request into flash page-size requests and inserts them into a request circular buffer. The FTL retrieves the requests and orders them according to EDF and starts handling the request if the flash chip is not busy. A flash page read request will occur on a physical page that exists on a specific flash chip. A flash page write request is assigned to a flash chip depending on whether there is a current flash block assigned for that task. If a block is assigned, the page write will occur on a specific flash chip. Otherwise, the flash page write request could occur on any available flash chip. In our FTL implementation, we use page-level mapping and keep track of a free blocks list, which is used when a partition of tasks require a new block. When a flash block expires (i.e., all the pages in the block become invalid), a block erasure is triggered and the block is added to the free blocks list.

Table 3 shows the parameters of the read and write tasks. We ran an experiment with six write tasks and four read tasks. The task set is synthetic with parameters that maximized the read and write throughputs for the OpenSSD Cosmos board and highlighted the advantage of SharP partitioning. As Figure 8 shows, when the number of tasks is small, the maximum storage utilization for SharP is only slightly higher than SiP. We selected parameters for this task set to show the difference between SiP and SharP. We ran the experiment with 21 blocks per flash chip. The limit on the number of blocks per flash chip is due to time constraints. The bookkeeping takes place on the FTL with metadata per page access, logging latency to verify that timing guarantees are met. This hardware experiment is meant to demonstrate the effectiveness of the different partitioning algorithms running on real hardware. It is not a case study of a real application. However, we believe it shows the storage utilization advantage of the SharP partitioning algorithm and the throughput guarantee based on our analysis. For varying task sets with different parameters, please see our simulation results in Section 6.1.

We test four methods: Telomere SiP, Telomere SharP, WAO-GC, and page-map FTL. Figures 13 and 14 show the four methods, three of which run at different write throughputs due to the rejected tasks. Telomere SharP and Pagemap start out with the highest write throughput, running all six tasks at 1,800 pages per second. Telomere SiP’s storage admission control rejects $\tau_5$, so it runs at a lower throughput of 1,680 pages per second. WAO-GC rejects $\tau_3$, $\tau_4$, and $\tau_5$ due to insufficient logical address space and write throughput, so it runs at 1,000 pages per second. Telomere SiP, SharP, and WAO-GC are all able to maintain the throughput accepted by their admission control when read requests arrive at around $t = 97$ as shown in Figure 14. The non-real-time page-map FTL, however, is unable to maintain the write throughput and read throughput as the number of pages written per second drops and both read throughput and write throughput fluctuate.
Fig. 13. Write throughput for the task set in Table 3 for Telomere SiP and SharP, WAO-GC, and page-map FTL. Telomere SiP and WAO-GC run at a lower write throughput because their admission control could not accept the entire task set.

Fig. 14. Read throughput for the task set in Table 3 for Telomere SiP and SharP, WAO-GC, and page-map FTL. After read requests arrive at around $t = 97$, Pagemap is not able to maintain its read and write throughput due to GC overhead.

7 RELATED WORK

A large body of work focuses on reducing write amplification by storing together data with similar update frequencies. Rosenblum and Ousterhout [35] first pointed out that categorizing data as hot or cold reduces cleaning overhead in a log-structured file system. This was followed by works that tuned LFS on flash systems [19, 43]. Other research that detects data temperature can be found in flash wear-leveling works such as Dynamic Age Clustering [12] as well as data placement algorithms based on update frequency [31, 41]. However, drive-managed SSDs that provide the traditional block I/O interface suffer from many shortcomings [2, 11, 15], including log-on-log issues [46]. Solutions to these problems fall into two main categories: host-managed designs [7, 8, 18, 22] and some form of information sharing between the host and the FTL [17, 23, 45]. The latter is the approach we have taken with Telomere.

Multi-stream SSDs show how write amplification can be reduced by assigning data with different update frequencies to different streams, which are stored at a different physical
location [17, 23, 45]. Multi-streamed SSDs [17] and WARM [23] assign different stream IDs to different types of data (index files, log files, sstables, etc.), however, files of the same type may contain data with different lifetime. AutoStream [45] automatically assigns stream IDs to data. Their experiments show that WAF gets close to 1 when there is a large data lifetime difference with 4 streams of data. However, with 16 streams of data with different lifetimes, AutoStream takes time to differentiate blocks and some requests are mixed into 1 stream, resulting in WAF above 2. AutoStream does not disclose crucial details including the over-provisioning, making it hard to compare against.

Previous work on reducing flash latency includes dividing GC for reclaiming a flash block into partial steps that are distributed among host write requests [13]. There are a few real-time FTLs that build upon the partial GC technique [34, 47]. However, these FTLs do not exploit the high level of parallelism that exist in SSDs. Other work for exploiting redundancy for predictable read performance include Flash on Rails [38] and PaRT-FTL [28]. Flash on Rails [38] uses two SSDs, one performing write requests and the other performing read requests, and periodically exchanges the SSDs and synchronizes data. Although this design provides high read throughput, it can suffer from unpredictable write performance since it has no direct control of GC activities. PaRT-FTL [28] uses a RAID design to rebuild read requests so that reads are never blocked by writes or GC. However, because reads and writes are partitioned onto different parallel units in flash, the write bandwidth is much lower.

8 CONCLUSION

The out-of-place property of flash memory requires GC to be performed when reclaiming a block. When blocks contain data with different lifetime, GC can incur long latency and cause throughput to drop and fluctuate. However, by intelligently placing data such that all the pages in a block being reclaimed are invalid, we can minimize the GC overhead to simply a block erasure. We present a new interface that provides the drive with information about the lifetime of the data. Our results show that Telomere’s real-time admission control is able to guarantee tasks their required read and write operations within their periods. Under randomly generated tasksets containing 500 tasks, Telomere achieves 30% higher throughput with a 5% storage cost compared to pre-existing techniques.
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