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LOOKING AT PEOPLE

rb Image source: Her, 2013
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LOOKING AT PEOPLE: PERSON LOCALIZATION

Image source: Her, 2013
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LOOKING AT PEOPLE: HUMAN POSE DETECTION

o Image source: Her, 2013
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LOOKING AT PEOPLE: FACE DETECTION

o Image source: Her, 2013
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LOOKING AT PEOPLE: FACE RECOGNITION

L id: Unknown

o Image source: Her, 2013
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LOOKING AT PEOPLE: FACIAL LANDMARK DETECTION

o Image source: Her, 2013
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LOOKING AT PEOPLE: FACIAL EXPRESSION RECOGNITION

o Image source: Her, 2013
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LOOKING AT PEOPLE: FACE RECOGNITION

L id: Unknown

o Image source: Her, 2013
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Recognizing Faces

Two Tasks:

e Face Verification

* Face Identification

Boston University Computer Science
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Face Verification?

Yes

Are these two images showing the

same person?

ery Image Reference Image

“One-to-one similarity”

Important for Access Control and Re-identification

& | BOSTON
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Face Identification?

What is the ID or name of this person? k LA “Margrit Betke”

Query Image

“One-to-many similarity”

Important for Watch-list Surveillance or Forensic Search

! . BOSTON
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Face Recognition

Gallery of Known Subjects

Face Identification

Who?

Face Verification
Same person

?

Image credlt Q Orozco Ramirez
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Face Recognition

Gallery of Known Subjects

Face Identification

one-to-many
similarity

Face Verification
one-to-one

similarity

Image credlt Q Orozco Ramirez
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Gallery of Known Subjects

Face Recognition
Here:

One picture per person

Better:
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Image credit: Q. Orozco-Ramirez

Multiple pictures per person
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Face Recognition

Gallery of Known Subjects
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Face Recognition

Gallery of Known Subjects

Probe or Query of Unknown Subject

similarity pictures
of MB

y . BOSTON
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How does Face Recognition Technology Work?

Pre-2012 Revolution in Computer Vision:
MIT’s “Eigenfaces”

Now:
Deep Neural Networks
Except: Pre-processing still uses traditional techniques

>N | BOSTON
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Deep Neural Networks used for Face Recognition

1. Network architecture
2. Training
3. Testing = “use mode”
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Network Architecture

Deep Neural
Net
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Training a Face Recognition Network

Training image for “Margrit Betke”

Deep N. Net

‘ Input to black box
i} neural net = normalized

image for “Margrit Betke”
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Training a Face Recognition Network

Likelihood training
image is “Person X

0.2
% 0.0001

> 069

Training image for “Margrit Betke”

”

Deep N. Net

0.001

# outputs

Input to black box = #1Ds
neural net = normalized
image for “Margrit Betke”

. BOSTON
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Training a Face Recognition Network

Likelihood traini
Training image for “Margrit Betke” IKEHINOOC training

0.2
ﬁ 0.0001

> 069

Deep N. Net

0.001

# outputs
‘ Input to black box = #1Ds
i} neural net = normalized

image for “Margrit Betke”

| Boston University Computer Science

image is “Person X”

One hot encoding
of “Margrit Betke”

0
0

0
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Training a Face Recognition Network

Training image for “Margrit Betke”

Deep N. Net

‘ Input to black box
i} neural net = normalized

image for “Margrit Betke”

| Boston University Computer Science

Likelihood training One hot encoding
image is “Person X” of “Margrit Betke”

0.2 0

% 0.0001 0

/ 0.69 minus 1 = error
0.001 0

Sum squared error =
Measure of training need

BOSTON
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Training a Face Recognition Network

Likelihood training One hot encoding

Tralnlng\.lage for “Margrit Betke image is “Person X” of “Margrit Betke”

0.2 0
% 0.0001 0
/ 0.69 minus 1 = error
Deep N. Net \
0.001 0
‘ Input to black box Sum squared error = high =>
neural net = normalized Update network parameters
image for “Margrit Betke”

: BOSTON
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Training a Face Recognition Network

Likelihood training One hot encoding

Training |»$age for “Margrit Betke image is “Person X” of “Margrit Betke”

Improve
likelihood numbers 0
ﬁ 0
/ minus 1 = error
Deep N. Net \
0
Input to black box Sum squared error = high =>
neural net = normalized Update network parameters

image for “Margrit Betke”

: BOSTON
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Training a Face Recognition Network

Likelihood training One hot encoding

Training |»$age for “Margrit Betke image is “Person X” of “Margrit Betke”

Improve
likelihood numbers 0
0
minus 1 = error
Deep N. Net
’ 0

Sum squared error = high =>

Backpropagation
Update network parameters

‘ Input to black box
E}" neural net = normalized

image for “Margrit Betke” Algorithm

: BOSTON
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Training a Face Recognition Network

Likelihood training One hot encoding

Training |»$age for “Margrit Betke image is “Person X” of “Margrit Betke”

After numerous

network updates: 0
ﬁ 0
/ 0.99 minus 1 = error
Deep N. Net
0
Input to black box Sum squared error = low =>
neural net = normalized Done with training!

image for “Margrit Betke”

: BOSTON
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Trained network

Training image for “Margrit Betke”

Deep N. Net

‘ Input to black box
i} neural net = normalized

image for “Margrit Betke”
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Let’s look at the trained network

Training image for “Margrit Betke”

Input to black box
neural net = normalized
image for “Margrit Betke

: BOSTON
Boston University Computer Science {0l UNIVERSITY
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Network Architecture: VGG-16

Input: Output:
3 x 4,096
224 x 224 numbers
16,128

numbers

VGG = Visual Geometry Group, Oxford
. . : BOSTON
mo Boston University Computer Science Karen Simoyan & Andrew Zisserman, 2014 ENB UNIVERSITY



https://arxiv.org/pdf/1409.1556.pdf

Network Architecture: VGG-16

Input: VGG-16 network Output:
3 x has 138 million 4,096
224 x 224 parameters numbers
16,128

numbers

, BOSTON
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Network Architecture of VGG-16: Two Visualizations

224x224%3 .
Convolution layers:
Lk Small support filters (3x3, up/down, left/right, center)
A /] 112x112x128 1 pixel stride
%‘ o~ ReLU activation
H L /4 2842sxa12 14x14x512  7x7x512
...1 : ' 1x1x4096 1x1x4096 1x1x1000 1x1x1000
TS = ==
G ) 4 ' Image credit:
/ ' ' Hamidreza Habibollahi-Najaf-Abadi
VGG16 Model Architecture
Inut ™ | N ™ |N ™| QN[ ™| AN [N ™ |ON | NN OUtUt
P 2 1212 & &2 [ [ [ (2] [¢ 20| [b |2 2 g g ~UP
>|>FHe s5 > > > H2l>>IBH2 2> & € ¢
#::8::8:::8:::8:::8 000#
Qlola ||Q|%a [R|Q|9|a |ll|Q|Q|a ||R|Q|Q|a | @A A
00 OO0 00 (O 00 O 00 O
Image credit:
L U B Gorla Praveen
-
Convolutional and Pooling Layers Fully-Connected Layers
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Let’s look at how to use the trained network

Training image for “Margrit Betke”

“feature
vector”
that
3 x describes
VIPOYLIE - \GG* Network [ _ my
numbers numbers picture

E;;\

normalized image for “Margrit Betke”
| EJ = Red Green Blue values of
' 224 x 224 pixels
minus average RGB value over training set

W Boston University Computer Science * VGG = Visual Geometry Group, Oxford
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Face Recognition in “Use Mode”

Query image of unknown person

3 X

PYERPYEN c.o., VGG Network
numbers

normalized image
= (Red, Green, Blue) values of
224 x 224 pixels

| Boston University Computer Science

4,096
numbers

“feature
vector”
that
describes
the
picture

¥

BOSTON
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Query image of unknown person

Face Verification in “Use Mode”

“feature “feature
vector” vector”
that that
3x describes describes
224 x 224 4,096 _ the M.B.’s
numbers numbers picture picture

¥

normalized image
= (Red, Green, Blue) values of
224 x 224 pixels

BOSTON
L

| Boston University Computer Science



Face Verification in “Use Mode”

Query image of unknown person

“feature
vector”
that
describes
the
picture

IF error small

minus

“feature
vector”
that
describes
M.B/s
picture

= error

THEN unknown person = Margrit Betke

BOSTON
CYA UNIVERSITY



Face Verification in “Use Mode”

Query image of unknown person

“feature
vector”
that
describes
the
picture

minus

IF Euclidean error small

“feature
vector”
that
describes
M.B/s
picture

)2 = Euclidean Error

THEN unknown person = Margrit Betke

BOSTON
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Face Verification in “Use Mode”

Query image of unknown person

“feature “feature
vector” vector”
that that
cos ( | describes |+ | descries | ) = Cosine Similarity
the M.B/s
picture picture

g‘
IF Cosine Similarity high

THEN unknown person = Margrit Betke

BOSTON
z




Face |dentification in “Use Mode”

Query image of unknown person

| | # IDs vectors

“feature I |
vector” |
that "
describes | Minus featut’e -> # IDs errors
th vector

e

. that
plctt:re describes

: picture of
person X
'

For all IDs in database:
IF smallest error for ID x
THEN unknown person = ID x

BOSTON
a

| Boston University Computer Science



Benchmark Dataset (from 2007, still used)
Labeled Faces in the Wild (LFW) ™

Gallery of Known Subjects

5,749 identities
13,233 face images
1,680 people with two
or more images

e Publicly available
e Web data
 Celebrities

y _ . BOSTON
. : ) Boston University Computer SClence VIS-WWW.CS.UmaSS.edU 41 UNIVERSITY




Recognition Results on LFW Dataset

Google

Neural Net Name: FaceNet 2015 DeepFace 2014
Number of Photos: > 500 Million 4.4 Million
Number of Subjects: > 10 Million 4,000
Accuracy: 99.6% 97.3%

, BOSTON
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Do these accuracy numbers show that the problem was
solved already in 20157

7 | BOSTON
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Do these accuracy numbers show that the problem was
solved already in 20157

No!

1. Distractor images

2. Training versus testing datasets

3. What is the best network/algorithm?

4. What are the limitations of existing systems?

>N | BOSTON
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Benchmark Dataset Labeled Faces in the Wild (LFW)

What if we add 5,749 identities Galerv of Known SubJ't
.~ - DREICTCET I ORI kT )
1 million 13,233 face images | ' PR Ty

“distractor”
face images?

“feature
o
vector” feature

that vector” 1 Mill BEs
describes that ‘
the describes
picture of
person X

picture
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Benchmark Dataset Labeled Faces in the Wild (LFW)

Gallery of Known Subjects

With 1 million
“distractor”
face images:

Recognition rates go down a lot!
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Do these accuracy numbers show that the problem was
solved in 20157

No!

Distractor images

Size of datasets

What is the best network/algorithm?

What are the limitations of existing systems?

= N e

7 . BOSTON
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Size of Training Datasets

Google

Neural Net Name: FaceNet 2015
Number of Photos: > 500 Million
Number of Subjects: > 10 Million

Accuracy on LFW dataset (5K):  99.6%

“ i Boston University Computer Science

DeepFace 2014
4.4 Million
4,000

97.3%

BOSTON
i



Do these accuracy numbers show that the problem is
solved?

No!

Distractor images makes the problem much more difficult

Size of datasets does matter a lot
What is the best network/algorithm?
What are the challenges & limitations of existing systems?

N . BOSTON
’” | Boston University Computer Science 49 |y
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s the key to success the size of the training data or

the network 7
Google

Neural Net Name: FaceNet 2015 DeepFace 2014
Number of Photos: > 500 Million 4.4 Million
Number of Subjects: > 10 Million 4,000
Accuracy on LFW dataset: 99.6% 97.3%

. BOSTON
“ i Boston University Computer Science SlU8| UNIVERSITY



2017 MegaFace2™ Dataset

https://arxiv.org/pdf/1705.00393.pdf
Gallery of Known Subjects

672,057 identities Maxh= 2,469 images of (3
. the same person
4,753,320 face images P
* Publicly available Template™= ¢
multiple pictures

* No celebrities
* Flickr account data
 Automated labeling
e 59% males, 41% females
* Age range among
template images:
16 years

. . , BOSTON
it Boston University Computer Science megaface.cs.washington.edu SXN UNIVERSITY



2017 Competition

Gallery of Known Subjects

* Train on MegaFace2 (672K IDs, 4 mill. images) . (3)
) Max = 2,469 images of
* Test on FaceScrub* (530 IDs, 106K images)

 Add 1 million “distractor” face images

“Template”= ¢
6 teams provided feature vectors to competition multiple pictures
organizers on FaceScrub & distractor images

Results varied between 28% to 76%
recognition accuracy

Method matters!

. .o lerb BOSTON
i Boston University Computer Sci vintage.winklerbros.net SEA| UNIVERSITY




2017 MegaFace2 Dataset

* Train on MegaFace2
 Test on FaceScrub (530 IDs, 106K images)
 Add 1 million “distractor” face images

E.g., NEC's commercial product:
~100% accuracy without distractors
~60% accuracy with 1 million distractors

Best method: GRCC with 76% accuracy with
1 million distractors

4! Boston University Computer Sci

Gallery of Known Subjects

Max = 2,469 images of (3
the same person

“Template”=
multiple pictures

BOSTON
SN UNIVERSITY



Neural Networks for Biometrics

We don’t know what was under the hood in the 2017 Competition.
Secrets of the trade...

More recently, network structures, loss functions, and training schemes
have been published.

Most recent conference: International Joint Conference on Biometric,
Ljubljana, Slovenia, September 25-28, 2023

Our research group’s work won a “Best Poster Award”

7 . BOSTON
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Do these accuracy numbers show that the problem is
solved?

No!

Distractor images makes the problem much more difficult

Size of datasets does matter a lot
Competitions used to determine best network/algorithm

What are the challenges & limitations of existing systems?

N . BOSTON
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Do these accuracy numbers show that the problem is
solved?

No!

Distractor images makes the problem much more difficult

Size of datasets does matter a lot
Competitions used to determine best network/algorithm

What are the challenges & limitations of existing systems?

. BOSTON
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What are other limitations of existing systems?

System performance degrades due to

Aging Pose Variations: Frontal vs. Profile

@J®sy Boston University Computer Science STl UNIVERSITY



What are other limitations of existing systems?

System performance degrades due to

Aging Pose Variations: Frontal vs. Profile

e Klare et al., CVPR 2015:
IARPA Janus Benchmark A

* Sengupta et al., WACV 2016:
CFP Dataset

* Yuetal.,, ICCV 2017:
AFLW?2000 Dataset

, BOSTON
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https://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Klare_Pushing_the_Frontiers_2015_CVPR_paper.pdf
http://cfpw.io/paper.pdf
http://cvlab.cse.msu.edu/pdfs/Yin_Yu_Sohn_Liu_Chandraker_ICCV2017.pdf

Let’s do a Human Experiment on Recognizing Faces in
Frontal versus Profile Images

Please determine if the following images show the same
person.

7 . BOSTON
sy Boston University Computer Science SR UNIVERSITY




Poll: Same Person?

Cao et al., 2018 60



Same Person?

11

10




. GT:
Frontal vs. Profile Same persons:

Kristen Grauman, UTA
GT: Not
sdame
person

Pawan Sinha, MIT
GT:
Same
person

© Betke

Cao et al., 2018



Research on Face Recognition under Pose Variations

Cao et al., CVPR 2018

|dea: Map profile representations into
frontal pose representations

Results:

Verification:

True Acceptance Rate (TAR) at
False Acceptance Rate (FAR) of
0.01: 94%

0.001: 89%

Rank 1 Identification:

96.8%

' Boston University Computer Science

Zhu et al., PAMI 2019: pdf

Idea: 3D Dense Face Alignment (3DDFA) =
Use DNNs to estimate 3D Morphable
Model (3DMM) parameters:

* Pose: 3 Euler angles, translation, scale

e Shape: 50 dimensions

* Expression: 19 dimension

Results:

Better than state-of-the-art but relatively

poor (regression by neural network
difficult!)

BOSTON
=


https://xiangyuzhu-open.github.io/homepage/files/xiangyu2017face.pdf

Beyond 3DMM: Learning to Capture High-fidelity 3D Face Shape

Zhu et al., ECCV 2020, PAMI 2022:

4ﬁ
Landmark Texture = L’ '
LD ) B\ °*
Detect lllumination A
(d) Textured Shape
(e) Texture constrained ICP ‘
[ depthiv = (xiyizi)  RGB: G = (k)i bi)
! : T
W il
o i \ e b ; N4
Wi t3) - P
d :
d ¢ d .5
) d = dzq + Adgex E /

(Wi, t;)
ot i E /// Iﬁ-\
AN f \ A

vertex: v; = (X, ¥i, Zi) texture: t; = (14, gi, b;)

ICP: Iterative Closest Point Algorithm. BOSTON
We will discuss in detail in a later lecture. SRl UNIVERSITY



https://xiangyuzhu-open.github.io/homepage/files/2020beyond.pdf
https://arxiv.org/pdf/2204.04379.pdf

What are other limitations of existing systems?

System performance degrades due to

Aging
e Best-Rowden-Jain-PAMI-2017

* NIST Mugshot Identification Database
(MID)

* NIST Multiple Encounter Dataset
(MEDS), FBI Biometric Center of Excellence

7 : BOSTON
3 Boston University Computer Science CER UNIVERSITY


https://ieeexplore.ieee.org/document/7815403

Let’s do a Human Experiment on Recognizing Age
Difference of Images of Faces

7. . BOSTON
in | Boston University Computer Science SR UNIVERSITY



Poll: Estimate Aging

Credit for Images A-D:

Best. .
est-Rowden and Jain, 2018 Images E-H: © Betke

67



Estimating Aging

A C

Best-Rowden
and Jain, 2018

D

Elapsed time: 9 years 8 years 8 years 9 years

99% of subjects can still be recognized at 0.01% FAR up to

approximately 6 years elapsed time
PP Yoy P Best-Rowden and Jain, 2018



Estimating Aging

12 years

30 years

BOSTON
Coetie 69



Deep EXpectation (DEX): Age Estimation

1. Input image 2. Face detection 3. Cropped face 4. Feature extraction 5. Prediction

=]

D OOOOOD OO0

20
21
22
23
24

25
98
99
100

Mathias et al. detector + 40% margin VGG-16 architecture Softmax expected value 3

23.4 years

Aligned PN :
Apparent LY 40 50 30 79 12 57 62 il 20 40

Predicted 57.75 39.43 49.15 32.06 78.99 12.78 2750 43.23 26.35 34.07 26.63 35.81 27.25
BOSTON
' Fig. 7 Examples of face images with good and bad age estimation by DEX. Image Credit: Rothe et al., 2016 |AINARSIENY



https://data.vision.ee.ethz.ch/cvl/publications/papers/articles/eth_biwi_01299.pdf

SSR-Net: A Compact Soft Stagewise Regression Network for Age Estimation

In DEX: In SSR-Net:

_ o . . P . . .
« Regression by conversion into age classes Regression by coarse-to-fine hierarchical conversion into age classes

n n u

* Coarse: “relatively younger” “about right age” “relatively older”

* H#age-groups=100,

, o * Next stage: Refine decision of previous stage
* Representative age of ith bin is p.

. * Representative of age group: . =i V/#age-groups
* H,;isage 23
* p(i) = probability x belongs to group i

~ K
* Estimatedage y=2,_, p®.p* where K = # stages

Prediction : . : - .
I * To avoid quantization noise & class ambiguity when navigating between
Tg: stages: Use bin shift n and scale factor A
2 -
el = * The shift vector p®¥ adjusts the center for each bin at kth stage
le _
s — *H = * The scale factor A¥ scales the widths of all bins at kth stage
25 |0) -
e -  Learned by network: p¥, n® Al for all k
]| -

= 23.4 years

Softmax expected value

Insight: This is a general regression scheme!

. . BOSTON
| Boston University Computer Science Credit: Yang et al., JCAI 2018 71



https://www.ijcai.org/proceedings/2018/0150.pdf

SSR-Net: A Compact Soft Stagewise Regression Network for Age Estimation

Estimated age y

W, = i V/#age-groups T
: o : il Y
p(i) = probability x belongs to group i
Stream 1 Bin shift: n
(channel Scale factor: A
A size 32) Stream 2 at k Stream 1 atk Stage #1
I \\\ {ﬁ(l)’ﬁ(l)’Al}’Sl
Input i i Stage #2
e=z=== -- i MaxPool E =(2) =(2)
Fusioh i 5 : {p N ,Az},sz
block! | [PB] ! =(1 : |
: ! p( ) : Dropout Dropout | i Stage #3
| : 1 —(3) —=(3
i —’(1) : E {P()ﬂ?( )7A3}7S3
= N ; i
i i Prediction 1 @
1./ | block (PB) !
i [ec] [ec] [ec] |
Stream 2 i : Soft stagewise
[ (channel : i regression
size 16) L =(k) — (k) Fusion |
n P Ay block

________________________________________

. BOSTON
Boston University Computer Science Credit: Yang et al., IJCAI 2018 72



https://www.ijcai.org/proceedings/2018/0150.pdf

Head Pose Estimation

FSA-Net: Learning Fine-Grained

Structure Aggregation for Head &
Pose Estimation from a Single 0
Image 3
o
=
o
Goal:
Estimate yaw, pitch, roll angles of
Fine-grained
h e a d structeu ?eieae;u re
aggregation
Regression Problem: SSR Module \l_/
Use SSR-Net but for vector output Regression

prediction ———

Image Credit: Yang et al., CVPR 2019

& Boston University Computer Science

BOSTON
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https://openaccess.thecvf.com/content_CVPR_2019/papers/Yang_FSA-Net_Learning_Fine-Grained_Structure_Aggregation_for_Head_Pose_Estimation_From_CVPR_2019_paper.pdf

ldentity-Preserving Aging of Face Images via Latent
Diffusion Models*

Banerjee et al., [JCB 2023: Use a latent text-to-image diffusion model to
synthetically age and de-age face images

Training
Set

Identity-
preserving loss

13
o
e A

VAE U-NET | CLIP
(Pixel) | (Latent) |(Text)

= (&

( Face quality
~ S check |

= | o o _ BOSTON
§ Boston University Computer Science * We will go into Diffusion Model later this semester VLW UNIVERSITY


https://arxiv.org/pdf/2307.08585.pdf

International Joint Conference on Biometrics,
September 2023: Keynote Address by Mayank Vatsa

Biometric Datasets from IIT Jodhpur ¢ Narayan et al., CVPR 2023

https://iab-rubric.org/resources  DFPlatter: Multi-subject deepfakes

* DroneSurf: face recognition from
drones

e Dhamecha et al., IJCB 2023,
Disguise Detection

* TIFS 2023: Largest fingerprint
dataset

* Injured Face Recognition (120
unclaimed dead identified)

Figure 1. Samples showcasing multi-face deepfakes circulated on

o social media. (a) A zoom call with a deepfake of Elon Musk [*]
e o ) ] . (b) Real-time deepfake generation at America’s Got Talent [~] (c) BOSTON
i Boston U nlverSIty Com P uter Science Deepfake round-table with multiple deepfake subjects [ ]. R UNIVERSITY



https://lab-rubric.org/resources
https://iab-rubric.org/images/pdf/papers/disguise-ICB13.pdf
https://iab-rubric.org/images/pdf/papers/disguise-ICB13.pdf
https://openaccess.thecvf.com/content/CVPR2023/papers/Narayan_DF-Platter_Multi-Face_Heterogeneous_Deepfake_Dataset_CVPR_2023_paper.pdf
https://iab-rubric.org/df-platter-database

Face Forgery Detection by 3D Decomposition

Zhu et al., CVPR 2021, Trans PAMI, 2023

3D Decomposition

Image

(b) Ambient Light (c) 3D Geometry

O ,

Real or Fake (f) Facial Detail \(e) Identity Texture (d) Common Texture,

: BOSTON
| Boston University Computer Science VAW UNIVERSITY


https://xiangyuzhu-open.github.io/homepage/files/cvpr21face.pdf
https://ieeexplore.ieee.org/document/10005010

Alternative Biometrics: Ears

Our Task:

Can we identify newborns, during the subsequent
months based on images of their growing ears?

Motivation:
* |nfants should be immunized.

 |Infants born to women with HIV should receive
the HIV-prevention medicine zidovudine.

* Qur collaborators in rural Zambia, health care
professionals who manage a network of clinics,
have difficulties tracking down babies.

BOSTON
UNIVERSITY
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1JCB 2023 Best Poster Award: Qin et al., Age-constrained Ear
Recognition: The EICZA Dataset and SASE Baseline Model

(Young Ears) [
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1JCB 2023 Best Poster Award: Qin et al., Age-constrained Ear
Recognition: The EICZA Dataset and SASE Baseline Model
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1JCB 2023 Best Poster Award: Qin et al., Age-constrained Ear
Recognition: The EICZA Dataset and SASE Baseline Model
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1JCB 2023 Best Poster Award: Qin et al., Age-constrained Ear
Recognition: The EICZA Dataset and SASE Baseline Model

/ Our SASE Model \ LMC
/‘

The Large Similarity

Subject
Class

Margin Cosine Loss is defined as

N
/ 1 lo S(COS(QQ 4)—M) \ Marginalized
—l — . Cross-Ent
e = D I8 e T @) A e
p p£ yz A (center vec

“--.___ updates

where NV 1s the number of training samples, ¢ stands for
the 2th sample, y; stands for the ground truth subject of the
sample, cos(0p,1) = w) x; (with [[w”| = ||z;|| = 1), and
the learnable vector w,, of the pth subject, which works as a
“center” to represent subject p in latent “ear space.”

M = hyperparameter that controls the size of the ‘margins’, e.g., gaps between colored ‘fans’
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1JCB 2023 Best Poster Award: Qin et al., Age-constrained Ear
Recognition: The EICZA Dataset and SASE Baseline Model

Table 3. Average cross-validation recognition accuracy of SASE compared to four baseline models on three datasets

Dataset | UERC [19] FG-NET [32] (Aging Faces) Our EICZA (Aging Ears)
without Age Neutral | Age Constrained || Age Neutral | Age Constrained Train/Test
Model Ear Ages Train/Test Train/Test Train/Test | with Day 6 | without Day 6
SqueezeNet [28] 26.88% 17.85% 7.24% 52.30 % 8.23% 11.14%
ResNet-50 [25] 36.72% 82.84% 55.92% 61.30% 13.84% 22.98%
SENet [27] 41.86% 78.89% 46.05% 68.11 % 18.85% 28.46%
SASE (Our Model) 42.56 % 82.90 % 52.96% 69.49 % 33.14% 49.98 %
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The Palm as a Biometric

https://one.amazon.com Extremely high accuracy

needed for financial
transactions.

100% accuracy claimed

Manoj Aggarwal,

Director of Applied Science,
Amazon One

Your palm is all you need gave a keynote address

at 1JCB 2023, September 28

83


https://one.amazon.com/

How does Amazon’s Palm Recognition work?

Bi-modal input:
1. RGB image of your palm

2. Subsurface image of your palm
illuminated by near infrared light

hair shaft

sweat pore
dermal papilla
- Meissner’s corpuscle
(tactile corpuscle)

stratum corneum —~e—

]
pigment layer oot - EPIDERMIS

stratum germinativum
stratum spinosum
stratum basale

" Loeaws  Subcutaneous
image

arrector pili muscle

sebaceous gland

hair follicle

SUBCUTIS
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papilla of hair 2| (hyp )
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Computer Vision & Biometrics

Other Biometric Tasks:

* Gait Recognition

* |ris Recognition

* Fingerprint Recognition

* Face Recognition with Face
Expressions or micro-expressions

Ethical Concerns:

Misuse by personal enemies:
Fake nude pictures on social
media

Misuse by totalitarian
governments: “Big-brother
watching you”

Arms race of fake creation/fake
detection



LOOKING AT PEOPLE: FACIAL EXPRESSION RECOGNITION

Image source: Her, 2013
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Expression Recognition Reveals Political Preference

5 debate
video
clips
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611
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Image Credit: McDuff et al., 2017
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Accuracy ~ 80%
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https://www.affectiva.com/wp-content/uploads/2017/03/Measuring-Voters-Candidate-Preference-Based-on-Affective-Responses-to-Election-Debate.pdf

What are HOGs?

.......

. BOSTON
Boston University Computer Science Image Credit: Freeman et al., 1998 1Ml UNIVERSITY



https://people.csail.mit.edu/billf/papers/cga1.pdf

HOGs = Histograms of Gradients

Up
Down

Left

Right

Stop

. ) BOSTON
Boston University Computer Science Image Credit: Freeman et al., 1998 Ml UNIVERSITY



https://people.csail.mit.edu/billf/papers/cga1.pdf

Expression Recognition Reveals Political Preference
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https://www.affectiva.com/wp-content/uploads/2017/03/Measuring-Voters-Candidate-Preference-Based-on-Affective-Responses-to-Election-Debate.pdf

First Computer Vision Work on Facial Expression Analysis:
Yaser Yacoob’s PhD thesis & IJCV paper with Michael Black

Rigid Face
Transformation

Face - Planaf\ .

Non-rigid
Facial Features
—

Eyes - Affine Mouth, Brows -
Affine + Curvature

Credit: Black & Yacoob 1997 g gg\%{gg

%l Boston University Computer Science


https://link.springer.com/article/10.1023/A:1007977618277

First Computer Vision Work on Facial Expression Analysis:
Yaser Yacoob’s PhD thesis & IJCV paper with Michael Black

Optical flow (u,v) parameterized:

u(x,y)=a,+a;x+a,y
v(x,y) =a;+a,x+agy

Divergence = a, + ag
Curl=-a, +a,
Deformation = a, — as

Yaw and pitch:
u(x,y) =ag+a; Xx+a,y+pyXx* +p;xy
V(X,y) =as+a, Xx+agy+p; y> +pyXy

Mouth curvature:
v(x,y) =a;+a,x+agy+cx?

) BOSTON
: y Boston University Computer Science Credit: Black & Yacoob 1397 92



https://link.springer.com/article/10.1023/A:1007977618277

First Computer Vision Work on Facial Expression Analysis:
Yaser Yacoob’s PhD thesis & IJCV paper with Michael Black

Table 1: The cues for facial expressions as suggested by Ekman and Friesen.

ﬁmotion |

Observed facial cues

Table 5: The rules for classifying facial expressions (B=beginning, E=ending).

Surprise

brows raised (curved and high)

skin below brow stretched

horizontal wrinkles across forehead

eyelids opened and more of the white of the eye is visible
jaw drops open without tension or stretching of the mouth

Fear

brows raised and drawn together

forehead wrinkles drawn to the center

upper eyelid is raised and lower eyelid is drawn up
mouth is open

lips are slightly tense or stretched and drawn back

Disgust

upper lip is raised

lower lip is raised and pushed up to upper lip or is lowered
nose is wrinkled

cheeks are raised

lines below the lower lid, lid is pushed up but not tense
brows are lowered, lowering the upper lid

Anger

brows lowered and drawn together

vertical lines appear between brows

lower lid is tensed and may or may not be raised

upper lid is tense and may or may not be lowered due to brows’ action

eyes have a hard stare and may have a bulging appearance

lips are either pressed firmly together with corners straight or down or
open, tensed in a squarish shape

nostrils may be dilated (could occur in sadness too)

unambiguous only if registered in all three facial areas

Happiness

corners of lips are drawn back and up

mouth may or may not be parted with teeth exposed or not

a wrinkle runs down from the nose to the outer edge beyond lip corners
cheeks are raised

lower eyelid shows wrinkles below it, and may be raised but not tense
crow’s-feet wrinkles go outward from the outer corners of the eyes

Expr. B/E Satisfactory actions

Anger B inward lowering of brows and mouth contraction
Anger E outward raising of brows and mouth expansion
Disgust B mouth horizontal expansion and lowering of brows
Disgust E mouth contraction and raising of brows
Happiness | B upward curving of mouth and

expansion or horizontal deformation
Happiness | E downward curving of mouth and

contraction or horizontal deformation
Surprise | B raising brows and vertical expansion of mouth
Surprise | E lowering brows and vertical contraction of mouth
Sadness B downward curving of mouth and

upward-inward motion in inner parts of brows
Sadness E upward curving of mouth and

downward-outward motion in inner parts of brows
Fear B expansion of mouth and raising-inwards inner parts of brows
Fear E contraction of mouth and lowering inner parts of brows

inner corners of eyebrows are drawn up

skin below the eyebrow is triangulated, with inner corner up
upper lid inner corner is raised

corners of the lips are drawn or lip is trembling

BOSTON

Credit: Black & Yacoob 1997 93
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https://link.springer.com/article/10.1023/A:1007977618277

I’ll show the video from
Yaser’s phd defense
in class

Credit: Black & Yacoob 1997
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https://link.springer.com/article/10.1023/A:1007977618277

Facial Action Coding System: FACS

Epicranial aponeurosis

Wikipedia: ( A
“In 1969, Hjortsjo devised the first

system to taxonomize human facial ol

movements by their appearances on Comugatorsuprcii~_

the face, along with a description of

each change in appearance caused Ocspaonals —

by the action of each facial muscle.

American psychologists Paul

Ekman and Wallace Friesen later in
1978 formalized the descriptions as
the Facial Action Coding System.”

Buccinator

Image Credit - Wikimedia: By CNX Anatomy 213

. BOSTON
%1 Boston University Computer Science CEN| UNIVERSITY



https://en.wikipedia.org/wiki/Taxonomize
https://en.wikipedia.org/wiki/Facial_expression
https://en.wikipedia.org/wiki/Facial_expression
https://en.wikipedia.org/wiki/Paul_Ekman
https://en.wikipedia.org/wiki/Paul_Ekman
https://en.wikipedia.org/w/index.php?title=Wallace_Friesen&action=edit&redlink=1
https://en.wikipedia.org/wiki/Facial_Action_Coding_System
https://commons.wikimedia.org/w/index.php?curid=64231267

Expression Recognition
based on AUs

Emotion -  Action units $
Anger 4+5+7+23
Contempt R12A+R14A
Disgust 9+15+17

Fear 1+2+4+5+7+20+26
Happiness | 6+12

Sadness 1+4+15

Surprise 1+2+5B+26

Boston University Computer Science

AU number #

0

o oo N o ;N

1
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

FACS name s
Neutral face
Inner brow raiser
Outer brow raiser
Brow lowerer
Upper lid raiser
Cheek raiser
Lid tightener
Lips toward each other
Nose wrinkler
Upper lip raiser
Nasolabial deepener
Lip corner puller
Sharp lip puller
Dimpler
Lip corner depressor
Lower lip depressar
Chin raiser
Lip pucker
Tongue show
Lip stretcher
Neck tightener
Lip funneler
Lip tightener
Lip pressor
Lips part
Jaw drop
Mouth stretch

Lip suck

@

Muscular basis

frontalis (pars medialis)

frontalis (pars lateralis)

depressor glabellae, depressor supercilii, corrugator supercilii
levator palpebrae superioris, superior tarsal muscle
orbicularis oculi (pars orbitalis)

orbicularis oculi (pars palpebralis)

orbicularis oris

levator labii superioris alaeque nasi

levator labii superioris, caput infraorbitalis
zygomaticus minor

zygomaticus major

levator anguli oris (also known as caninus)
buccinator

depressor anguli oris (also known as friangularis)
depressor labii inferiotis

mentalis

incisivii labii superioris and incisivii labii inferioris

risorius with platysma

platysma]

orbicularis oris

orbicularis oris

orbicularis oris

depressor labii inferioris, or relaxation of mentalis or orbicularis oris
masseter; relaxed temporalis and internal pterygoid

pterygoids, digastric

orbicularis oris



FFDEX SDK: A Cross-Platform RealTime Multi-Face Expression Recognition Toolkit

pgiee'eiee

AUl AU2 AU10 AU12 AU15
In. Brow Out. Brow Brow Nose Upper Lip Corner Lip
Raise Raise Furrow  Wrinkle Lip Raise Pull Depress
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AU17 AU18 AU20 AU25 AU28 AU43 Smirk~*
Chin Lip Lip Mouth Lip Eyes
Raise  Pucker Press  Open Suck  Closed
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https://www.affectiva.com/wp-content/uploads/2017/03/McDuff_2016_Affdex.pdf

Openkace 2.0

Core Algorithms
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. ALY - inmer Brow rais
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Arer Brow raise

rer Brow rszer

Runs in real time

Source code available i
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Fig. 1: OpenFace 2.0 is a framework that implements modern
facial behavior analysis algorithms including: facial land-
mark detection, head pose tracking, eye gaze and facial

. action unit recognition. ] o BOSTON
| Boston University Computer Science Credit: Baltrusaitis et al., 2018 98 [RGSGFIEn's



https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=8373812

Learning Objectives of this Lecture

Be able to describe computer vision tasks
that involve analysis of the humans in
images: Person detection, human pose
estimation, face detection, facial feature
detection, facial expression recognition,
face recognition

Understand the difference between face
verification and face identification

Know biometrics terminology (query,
probe, gallery, template, distractors)

Know mechanism for training and testing
face recognition models

Can describe the VGG-16 architecture
Know what a HOG feature is
Know about the FACS

. Boston University Computer Science

Know some benchmark datasets for face
recognition

Can discuss the challenges and limitations of
face recognition systems (aging, pose) and how
they are being addressed by ongoing research

Can explain how to convert a regression
problem into a coarse-to-fine classification
problem

Know about Al for non-face biometrics, e.g.,
Amazon’s palm recognition, ear recognition,
gait recognition

Know about fake ID creation/detection
Be able to discuss ethical issues with biometrics

Know about methods for facial expression
recognition

BOSTON
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