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Frédo Durand, Ethics and Computational Photography, 2019

Photo 
Manipulation

http://people.csail.mit.edu/fredo/tmp/FredoDurand_EthicsComputationalPhotography-small.pdf


Frédo Durand, Ethics and Computational Photography, 2019

http://people.csail.mit.edu/fredo/tmp/FredoDurand_EthicsComputationalPhotography-small.pdf


Stalin had torturer Yezhov removed 

Frédo Durand, Ethics and Computational Photography, 2019

Exhibit: Commissar vanishes 

http://people.csail.mit.edu/fredo/tmp/FredoDurand_EthicsComputationalPhotography-small.pdf
https://web.archive.org/web/20140808134048/http:/www.newseum.org/berlinwall/commissar_vanishes/vanishes.htm


Frédo Durand, Ethics and Computational Photography, 2019

Racist fake fake

Real picture but presumably fake                                                           Fake picture

http://people.csail.mit.edu/fredo/tmp/FredoDurand_EthicsComputationalPhotography-small.pdf




• Smoothing skin texture; minimizing fine lines and 
blemishes

• Erasing under-eye bags

• Erasing naso-labial lines ("laugh lines")

• Application of virtual makeup, such as lipstick or 
eyeshadow

• Slimming the face; erasing double chins

• Enlarging the eyes

• Whitening teeth

• Narrowing the nose

• Increasing fullness of the lips
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Beauty Filters on Social Media
• Highlight Eurocentric features: 

lighter eyes, smaller nose, and 
flushed cheeks

• Contribute to social media users' 
feelings of body image 
insecurity ("filter dysmorphia”), 
even plastic surgery

Source: Wikipedia



Bias in AI Image Generation: MIT Graduate Asked AI Image 
Generating App “Playground AI” to Make Her Headshot More 
Professional -- It “Whitewashed” Her Instead

Credit: 
Peopleofcolorintech.com

August 9, 2023
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https://peopleofcolorintech.com/articles/mit-graduate-asked-ai-app-to-make-her-headshot-more-professional-it-whitewashed-her-instead


A Framework for 
Understanding Sources 
of Harm throughout the 
Machine Learning 
Life Cycle 

The 7 Sources of 
Harm in ML
Suresh and Guttag

ACM Conference on Equity 
and Access in Algorithms, 
Mechanisms, and 
Optimization, 2021 ©2021 Copyright Suresh, Guttag
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BiasData
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CS 585: Image and Video Computing, Margrit Betke, 2024

https://dl.acm.org/doi/fullHtml/10.1145/3465416.3483305
https://dl.acm.org/doi/fullHtml/10.1145/3465416.3483305


• K. Yang, K. Qinami, L. Fei-Fei, J. Deng, O. Russakovsky, Towards Fairer 
Datasets: Filtering and Balancing the Distribution of the People 
Subtree in the ImageNet Hierarchy, Conference on Fairness, 
Accountability, and Transparency, 2020

Problem 1: Annotation vocabulary, WordNet’98 and its insufficient 
filtering of “offensive”, “derogatory,” “pejorative,” or “slur” labels 
Problem 2: Overreach in attempts to label non-visual concepts, e.g., 
can a “philanthropist” be visually represented?
Problem 3: Lack of image diversity, leading to race and gender bias

Historical, Representation, and Measurement 
Bias in ImageNet

Yang et al., 2019CS 585: Image and Video Computing, Margrit Betke, 2024

http://image-net.org/filtering-and-balancing/
http://image-net.org/filtering-and-balancing/
http://image-net.org/filtering-and-balancing/


Problems 1 & 2: 
1: Annotation vocabulary, WordNet’98 and its insufficient filtering of   

“offensive”, “derogatory,” “pejorative,” or “slur” labels 
2: Overreach in attempts to label non-visual concepts

Yang et al., 2019CS 585: Image and Video Computing, Margrit Betke, 2024



Remove                                  Don’t use for
                                              model training

Yang et al., 2019

Solutions for Problems 1 & 2: 
1: Annotation vocabulary, WordNet’98 and its insufficient filtering of   

“offensive”, “derogatory,” “pejorative,” or “slur” labels 
2: Overreach in attempts to label non-visual concepts
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• Adding images 
• Removing image

Solution to Lack of image diversity, leading to 
race and gender bias?

Yang et al., 2019CS 585: Image and Video Computing, Margrit Betke, 2024



• Adding images  Which? Search engines are biased.  Diversity was 
already attempted by ImageNet creators.

• Removing image:

Web interface that automatically re-balances the image distribution 
according to a user-provided target distribution

Solution to Lack of image diversity, leading to 
race and gender bias

Yang et al., 2019CS 585: Image and Video Computing, Margrit Betke, 2024



ImageNet  Examples of “Programmer” and Yang et al.’s balancing results

Yang et al., 2019CS 585: Image and Video Computing, Margrit Betke, 2024



Bias in Image Captioning Datasets

Image comes with 5 crowdworker labels:
1. A blond girl and a bald man with his arms 

crossed are standing inside looking at each 
other. 

2. A worker is being scolded by her boss in a 
stern lecture.

3. A manager talks to an employee about job 
performance. 

4. A hot, blond girl getting criticized by her boss. 
5. Sonic employees talking about work.

E. van Miltenburg, Stereotyping and Bias in the Flickr30K Dataset, Proceedings of the Workshop 
on Multimodal Corpora: Computer vision and language, 2016 
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https://arxiv.org/pdf/1605.06083.pdf


Bias Reduction in Image Captioning Models

Equalizer Model
looks at person instead 
of contextual cues to 
make gender-specific 
predictions

Baseline: A man sitting at a desk 
with a laptop computer.

Equalizer model: A woman sitting 
in front of a laptop computer.

L. Hendricks, K. Burns, K. Saenko, T. Darrell, A. Rohrbach, Women Also Snowboard: 
Overcoming Bias in Captioning Models, ECCV 2018
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http://openaccess.thecvf.com/content_ECCV_2018/papers/Lisa_Anne_Hendricks_Women_also_Snowboard_ECCV_2018_paper.pdf
http://openaccess.thecvf.com/content_ECCV_2018/papers/Lisa_Anne_Hendricks_Women_also_Snowboard_ECCV_2018_paper.pdf


Deployment and Representation Bias

“Facial recognition technology can expose political orientation from 
naturalistic facial images” by Michal Kosinski, 2021
• “We are aiming to study existing privacy threats, rather than develop 

new privacy-invading tools”
• Algorithm:  Input: 224x224 cropped face.  Converted by VGGFace2 to  

a 2048-dim feature vector, which is then compared to the average 
feature vector of liberals or conservatives.

• Dating website sample:  1,085,795.  But preselection:  27% 
conservative, 23% liberal.  50% data not included.

• Argues: Even if one knew which transient facial features reveal 
political orientation and changed them, AI would circumvent this.  “An 
arms race that humans are unlikely to win.”
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https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7801376
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC7801376


Emotion-reading tech fails the racial bias test
The Conversation, Lauren Rhue, January 3, 2019 6.23am

Commercial AI Systems tested:  

Face++: https://www.faceplusplus.com

Microsoft Face API:  
https://azure.microsoft.com/en-us/services/cognitive-services/face
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https://theconversation.com/profiles/lauren-rhue-613635
https://www.faceplusplus.com/
https://azure.microsoft.com/en-us/services/cognitive-services/face


Emotion-reading tech fails the racial bias test
The Conversation, Lauren Rhue, January 3, 2019 6.23am

Study data:
•Professional photos of 400 basketball players 
from the 2016 to 2017 NBA season

•Players appear similar in their clothing, 
athleticism, and age 

•Players look at the camera in the picture
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https://theconversation.com/profiles/lauren-rhue-613635


Emotion-reading tech fails the racial bias test
The Conversation, Lauren Rhue, January 3, 2019 6.23am

Example of study data:
Darren Collison and 
Gordon Hayward 
Face++ detects: 
Both players are smiling.  
Similar smile scores: 48.7 
and 48.1 out of 100
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https://theconversation.com/profiles/lauren-rhue-613635


Model Bias: Smile interpretation leads to differential performance

Black men’s facial expressions are scored with emotions associated with threatening 
behaviors more often than white men, even when they are smiling. 

Darren            Gordon 

Darren Gordon

Smile 
Scores:

48.7 48.1

Emotions

Happy 39 60

Angry 27 0.1
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Lauren Rhue’s Analysis of her Study Results:
Applications of commercial face analysis systems:  
• Help companies with interviewing and hiring decisions. 
• Scan faces in crowds to identify threats to public safety.

Until AI systems assess black and white faces similarly, black people may need 
to exaggerate their positive facial expressions – essentially smile more – to 
reduce ambiguity and potentially negative interpretations by the technology.
AI can perpetrate and exacerbate existing power dynamics, leading to disparate 
impact across racial/ethnic groups. 
Some societal accountability is necessary to ensure fairness to all groups 
because facial recognition, like most artificial intelligence, is often invisible to 
the people most affected by its decisions.

CS 585: Image and Video Computing, Margrit Betke, 2024



Joy Buolamwini, MIT Media Lab, 2017
http://gendershades.org https://youtu.be/TWWsW1w-BVo

Racial and Gender Bias
 in AI-based Face Detection

Joy asks for transparency and 
accountability
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http://gendershades.org/
https://youtu.be/TWWsW1w-BVo


“The faces of African American women 
were falsely identified more often in the 
kinds of searches used by police 
investigators where an image is 
compared to thousands or millions of 
others in hopes of identifying a suspect.”

“Asian and African American people 
were up to 100 times more likely to be 
misidentified than white men, depending 
on the particular algorithm and type of 
search. Native Americans had the 
highest false-positive rate of all 
ethnicities, according to the study, which 
found that systems varied widely in 
their accuracy.”

Racial Bias in Face
Recognition

Source: The Washington Post
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In letter to Congress, IBM chief executive Arvind Krishna 
writes:
• "IBM firmly opposes and will not condone the uses of 

any technology, including facial recognition technology 
offered by other vendors, for mass surveillance, racial 
profiling, violations of basic human rights and 
freedoms." 

• "We believe now is the time to begin a national dialogue 
on whether and how facial recognition technology 
should be employed by domestic law enforcement 
agencies"

2020:
IBM Abandons Face Recognition Tech

CS 585: Image and Video Computing, Margrit Betke, 2024



2023:  Bias in 
Text-to-Image 
Models

Bianci et al., 2023

https://arxiv.org/abs/2211.03759


2023:  Bias in 
Text-to-Image 
Models

Bianci et al., 2023

https://arxiv.org/abs/2211.03759


National Telecommunications and Information Administration request for comments on 
AI accountability:  “What policies can support the development of AI audits, assessments, 
certifications and other mechanisms to create earned trust in AI systems?”

Boston University & Chicago University researchers submitted:  NTIA-2023-0005-1268

1. AI accountability must be implemented through the entire lifecycle of systems.
2. Accountability mechanisms must be both robust and broadly accessible.
3. Access and transparency are consistent with protecting privacy and intellectual 

property rights.
4. Accountability and transparency mechanisms are a necessary but not sufficient 

aspect of AI regulation.
5. AI regulation requires rules for both generalized and specific contexts; we 

recommend collaboration between specialized agencies and a meta-agency with AI-
specific expertise.

Researchers are BU are helping with the process 
of AI regulation
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https://www.regulations.gov/comment/NTIA-2023-0005-1268


• Data Science Meets Law – Communications of the ACM
• BU Course, Spring 2024

• https://learn.responsibly.ai
• Taught together with UC Berkeley

by Shlomi Hod and other: https://shlomi.hod.xyz

Responsible AI, 
Law, Ethics & 
Society
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https://cacm.acm.org/opinion/data-science-meets-law/
https://learn.responsibly.ai/
https://shlomi.hod.xyz/


Regulation of AI
European Union:  
• 2021: “The Artificial Intelligence Act” proposed by the European Commission
• 2022:  “General approach position” on the AI Act adopted by the European Council 
• March 2023: European Parliament Resolution on AI Act

USA:
• June 2023: Hearings in US Congress on AI
• July 2023: Federal Trade Commission investigation into ChatGPT
• January 2024: President Biden's Executive Order on AI

China: 
• “AI algorithms must be registered with a government body and somehow embody core socialist 

values” according to The Economist, Sep. 2023
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https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138_EN.html
https://www.whitehouse.gov/briefing-room/statements-releases/2024/01/29/fact-sheet-biden-harris-administration-announces-key-ai-actions-following-president-bidens-landmark-executive-order/
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