
Department of Computer Science

Generative Models
CAS CS 585 Image and Video Computing

Hao Yu

April 2, 2024



Department of Computer Science

What are Generative Models?

● Discriminative Models:

                        Input: image x                            Output: label y

● Generative Models:
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Panda

Panda

Input: label y                         Output: image x
Image generated by Stable Diffusion
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What are Generative Models?

Given training data from some distribution, learn a model that represents that 
distribution and can generate new samples from the same distribution.

3Slides Credit: MIT 6.S191 Introduction to Deep Learning
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Explicit v.s. Implicit Generative Models

● Explicit: explicitly define                 
○ VAE

● Implicit: learn a model that can sample from                  without explicitly 
defining it.

○ GANs
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Why Generative Models?

Realistic, high-quality samples, super-resolution, and image inpainting, etc.

5Rombach, et al., 2022

https://arxiv.org/abs/2112.10752
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Why Generative Models?

Text-to-Video

Prompt: A cartoon 
kangaroo disco 
dances.

6Sora, 2024

https://openai.com/sora
https://docs.google.com/file/d/16EGWFKdJ2CnE8i9IqsF_QClEFDb3F8F9/preview
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Generative Models

● Generative adversarial networks (GANs)
● Denoising diffusion models
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Generative Adversarial Networks (GANs)

G tries to synthesize fake images that fool D

D tries to identify the fakes

8

[Goodfellow et al., 2014]

Slides Credit: MIT 6.869/6.189 Advances in Computer Vision, Bill Freeman and Phillip Isola

https://arxiv.org/pdf/1406.2661.pdf
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Generative Adversarial Networks (GANs)

9Slides Credit: MIT 6.869/6.189 Advances in Computer Vision, Bill Freeman and Phillip Isola
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Generative Adversarial Networks (GANs)

10

[Goodfellow et al., 2014]

Slides Credit: MIT 6.869/6.189 Advances in Computer Vision, Bill Freeman and Phillip Isola

https://arxiv.org/pdf/1406.2661.pdf
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Generative Adversarial Networks (GANs)
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[Goodfellow et al., 2014]

Slides Credit: MIT 6.869/6.189 Advances in Computer Vision, Bill Freeman and Phillip Isola

https://arxiv.org/pdf/1406.2661.pdf
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Generative Adversarial Networks (GANs)
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[Goodfellow et al., 2014]

Slides Credit: MIT 6.869/6.189 Advances in Computer Vision, Bill Freeman and Phillip Isola

https://arxiv.org/pdf/1406.2661.pdf
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Training

G tries to synthesize fake images that fool D

D tries to identify the fakes

Training: alternate between training D and G with backprop.

13

[Goodfellow et al., 2014]

Slides Credit: MIT 6.869/6.189 Advances in Computer Vision, Bill Freeman and Phillip Isola

https://arxiv.org/pdf/1406.2661.pdf
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Common Issues

● Mode collapse
○ A situation where the generator produces limited or repetitive outputs, failing to capture the full 

diversity of the training data distribution.
● Adversarial training is unstable
● Saturation problem (weak gradients)

○ If G is poor, D can easily distinguish between real and generated samples. The prediction of D 
is close to 0, and the generator’s cost is close to 0.

○ A better cost function: 

14

[Goodfellow et al., 2014]

https://arxiv.org/pdf/1406.2661.pdf
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GANs are implicit generative models

15Slides Credit: MIT 6.869/6.189 Advances in Computer Vision, Bill Freeman and Phillip Isola
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Generative Adversarial Networks (GANs)

16Kerras, et al., 2018

https://arxiv.org/pdf/1710.10196.pdf
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Generative Adversarial Networks (GANs)

17Kerras, et al., 2018

https://arxiv.org/pdf/1710.10196.pdf
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StyleGAN

18Kerras, et al., 2019

https://arxiv.org/pdf/1812.04948.pdf
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Denoising Diffusion Models

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising

19

Ho, et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021
Slides Credit: Arash Vahdat, Karsten Kreis, and Ruiqi Gao, Denoising Diffusion-based Generative 
Modeling: Foundations and Applications, CVPR 2022 Tutorial 

https://arxiv.org/pdf/2006.11239.pdf
https://arxiv.org/pdf/1503.03585.pdf
https://openreview.net/pdf?id=PxTIG12RRHS
https://cvpr2022-tutorial-diffusion-models.github.io/
https://cvpr2022-tutorial-diffusion-models.github.io/
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Forward Diffusion Process

The formal definition of the forward process in T steps:

20Slides Credit: Arash Vahdat, Karsten Kreis, and Ruiqi Gao, Denoising Diffusion-based Generative 
Modeling: Foundations and Applications, CVPR 2022 Tutorial 

https://cvpr2022-tutorial-diffusion-models.github.io/
https://cvpr2022-tutorial-diffusion-models.github.io/
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Reparameterization Trick

21Slides Credit: UC Berkeley, CS 198-126: Deep Learning for Visual Data

https://ml-berkeley.notion.site/CS-198-126-Deep-Learning-for-Visual-Data-a57e2aca54c046edb7014439f81ba1d5
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Forward Diffusion Process

22Slides Credit: Arash Vahdat, Karsten Kreis, and Ruiqi Gao, Denoising Diffusion-based Generative 
Modeling: Foundations and Applications, CVPR 2022 Tutorial 

https://cvpr2022-tutorial-diffusion-models.github.io/
https://cvpr2022-tutorial-diffusion-models.github.io/
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Reverse Denoising Process

23Slides Credit: Arash Vahdat, Karsten Kreis, and Ruiqi Gao, Denoising Diffusion-based Generative 
Modeling: Foundations and Applications, CVPR 2022 Tutorial 

https://cvpr2022-tutorial-diffusion-models.github.io/
https://cvpr2022-tutorial-diffusion-models.github.io/
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Formal definition of reverse processes in T steps:

Reverse Denoising Process

24Slides Credit: Arash Vahdat, Karsten Kreis, and Ruiqi Gao, Denoising Diffusion-based Generative 
Modeling: Foundations and Applications, CVPR 2022 Tutorial 

https://cvpr2022-tutorial-diffusion-models.github.io/
https://cvpr2022-tutorial-diffusion-models.github.io/
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Formal definition of reverse processes in T steps:

Reverse Denoising Process

25Slides Credit: Arash Vahdat, Karsten Kreis, and Ruiqi Gao, Denoising Diffusion-based Generative 
Modeling: Foundations and Applications, CVPR 2022 Tutorial 

https://cvpr2022-tutorial-diffusion-models.github.io/
https://cvpr2022-tutorial-diffusion-models.github.io/
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Training Objective

26Ho, et al., 2020

For training, we use a variational upper bound on negative log likelihood

We represent the mean of the denoising model using a noise-prediction network:

With this parameterization and further simplification, the final objective is:

More details in Ho, et al., 2020

https://arxiv.org/pdf/2006.11239.pdf
https://arxiv.org/pdf/2006.11239.pdf
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Denoising Diffusion Models

27Ho, et al., 2020

https://arxiv.org/pdf/2006.11239.pdf
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Diffusion models often use U-Net architectures with ResNet blocks and self-attention layers to represent

Network Architectures

28Image Credit: DeepLearning.AI

https://www.deeplearning.ai/short-courses/how-diffusion-models-work/
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Diffusion models often use U-Net architectures with ResNet blocks and self-attention layers to represent

Time representation: sinusoidal positional embeddings or random Fourier features.

Time features are fed to the residual blocks using either simple spatial addition or using adaptive group normalization

layers. (see Dharivwal and Nichol NeurIPS 2021)

Network Architectures

29Slides Credit: Arash Vahdat, Karsten Kreis, and Ruiqi Gao, Denoising Diffusion-based Generative 
Modeling: Foundations and Applications, CVPR 2022 Tutorial 

https://arxiv.org/abs/2105.05233
https://cvpr2022-tutorial-diffusion-models.github.io/
https://cvpr2022-tutorial-diffusion-models.github.io/
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Network Architectures

U-Net can take in more information in the form of embeddings.

Context embedding: relating to controlling the generation, e.g., text description.

30Image Credit: DeepLearning.AI

https://www.deeplearning.ai/short-courses/how-diffusion-models-work/
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Adding Context

31Image Credit: DeepLearning.AI

https://www.deeplearning.ai/short-courses/how-diffusion-models-work/
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Above,      and      control the variance of the forward diffusion and reverse denoising processes respectively.

Often a linear schedule is used for     , and      is set equal to     .

Kingma et al. NeurIPS 2022 introduce a new parameterization of diffusion models using signal-to-noise ratio (SNR), 
and show how to learn the noise schedule by minimizing the variance of the training objective.

We can also train while training the diffusion model by minimizing the variational bound (Improved DPM by Nichol and 
Dhariwal ICML 2021) or after training the diffusion model (Analytic-DPM by Bao et al. ICLR 2022).

Noise Schedule

32Slides Credit: Arash Vahdat, Karsten Kreis, and Ruiqi Gao, Denoising Diffusion-based Generative 
Modeling: Foundations and Applications, CVPR 2022 Tutorial 

https://arxiv.org/abs/2107.00630
https://arxiv.org/abs/2102.09672
https://arxiv.org/abs/2102.09672
https://arxiv.org/abs/2201.06503
https://cvpr2022-tutorial-diffusion-models.github.io/
https://cvpr2022-tutorial-diffusion-models.github.io/


Department of Computer Science

Classifier-free Guidance

● trade off sample diversity and sample fidelity in conditional diffusion models
● jointly train a conditional and an unconditional diffusion model

33

Non-guided                         Classifier-free guided
Ho, et al., 2022

https://arxiv.org/abs/2207.12598
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Latent Diffusion Model

34Rombach, et al., 2022

https://arxiv.org/pdf/2112.10752.pdf
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Stable Diffusion

35Stable Diffusion 3, 2024

https://stability.ai/news/stable-diffusion-3
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DreamBooth

36Ruiz, et al., 2023

https://arxiv.org/pdf/2208.12242.pdf
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DreamBooth

37Ruiz, et al., 2023

https://arxiv.org/pdf/2208.12242.pdf
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ControlNet

38Zhang, et al., 2023

https://openaccess.thecvf.com/content/ICCV2023/papers/Zhang_Adding_Conditional_Control_to_Text-to-Image_Diffusion_Models_ICCV_2023_paper.pdf
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Learning Objectives

● Generative Models v.s Discriminative Models
● Explicit v.s. Implicit Generative Models
● Formation of GANs
● Common issues in GANs
● Forward and reverse process in diffusion models 
● Training and sampling in diffusion models
● UNet in diffusion models
● Conditional diffusion models
● Applications of generative models
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