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Transformer (for NLP)
Text-to-Image Creation

Vision Transformer (for CV)

Lecture by Margrit Betke, CS 585, April 16, 2024
with many slides from Steve Seitz’ videos:

Part 1 & Part 2  

https://www.youtube.com/watch?v=lnA9DMvHtfI&t=4s
https://www.youtube.com/watch?v=YDiSFS-yHwk


Early one morning the sun was shining I was laying in bed

Wondering if she had changed at all if her hair was still red

Bob Dylan, Tangled up in Blue
slide from Steve  Seitz’s video

https://youtu.be/lnA9DMvHtfI
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she was standing on the side of my mind …

side of my shoes heading out of my face …

one of my chair said our lives together …
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Function Approximation

Neural Network:
𝑥𝑥 𝑓𝑓(𝑥𝑥)

Taylor Series: 𝑓𝑓(𝑥𝑥) = + + + + . . .

Fourier Series: 𝑓𝑓(𝑥𝑥) = + + + + . . .

slide from Steve  Seitz’s video
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𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥) −
𝑥𝑥2

10

slide from Steve  Seitz’s video
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Animation shows how neural net output (red line) matches the unknown function (blue line)

https://youtu.be/lnA9DMvHtfI
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word2vec
[Collobert & Weston 2008; Mikolov et al. 2013]

Deep
Net
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Word Embedding (e.g., word2Vec, GloVe)
slide from Steve  Seitz’s video

https://youtu.be/YDiSFS-yHwk
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Two roads diverted in a yellow wood
And sorry I could not travel both
And be one traveler, long I stood
And looked down as far as I could
To where it bent in the undergrowth;

Robert Frost, Road Not Taken
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The lat long coordinates of Rome are ?

The 16th President was ?

The capital of Zimbabwe is ?

Frank Zappa’s middle name is ?

Napoleon was born on this date ?

The prime factorization of 19456721434 is ?

Queen Victoria’s maiden name was ?

US per-capita income in 1957 was ?

slide from Steve  Seitz’s video
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96 (GPT-3) 118 (Palm)
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Syntax
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Semantics
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How much data 
to train?



All of it…
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All text on the 
internet?

Is that legal?

AI & Ethics!

December 27, 2023

July 13, 2023



Training the 175 billion parameters 
of GPT-3 on 

“all text on the internet”
on a single GPU or computer 

would take 355 years 
and $4,600,000

Lambdalabs.com



How long did it take OpenAI to train GPT-3?

a month



© Betke © Betke CS 585:  Image and Video Computing 

What did OpenAI train on?

Source: Wikipedia
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• 1 trillion parameters
• Sam Altman stated that the cost of training GPT-4 was 

more than $100 million.

Source: Wikipedia
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What about GPT-4?

• 1 trillion parameters
• Sam Altman stated that the cost of training GPT-4 was 

more than $100 million.

• We don’t know how to “untrain” neural networks.
• “Unlearning” is an exciting research area!

Source: Wikipedia

Why are the lawsuits so costly?  



The lat long coordinates of Rome are

The 16th President was

The capital of Zimbabwe is

Frank Zappa’s middle name is

Napoleon was born on this date

The prime factorization of 19456721434 is

Queen Victoria’s maiden name was

US per-capita income in 1957 was
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The lat long coordinates of Rome are 41.894722, 12.48

The 16th President was Abraham Lincoln

The capital of Zimbabwe is Harare

Frank Zappa’s middle name is Vincent

Napoleon was born on this date 1769

Queen Victoria’s maiden name was Alexandrina Victoria

The prime factorization of 19456721434 is 2×3×3×17

US per-capita income in 1957 was $2,974

The prime factorization of 19456721434 is

US per-capita income in 1957 was
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a haiku about a turtle and a stop sign
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a haiku about a turtle and a stop sign

Turtle at the stop sign 
waiting for the perfect moment 
to cross the busy road
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translate “tangled up in blue” to 5 languages
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translate “tangled up in blue” to 5 languages

1. Spanish: Enredado en azul 

2. French: Emmêlé dans le bleu

3. Italian: Intrecciato nel blu 

4. German: Verwickelt in blau 

5. Japanese: 青い糸に絡まって
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the number after the number after 37 is 74

I'm heading north. I turn right. Then I turn left. 
I'm now heading south
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the recipe for chocolate guacamole pancakes 
Ingredients: 
1 ripe avocado, mashed 
1/4 cup cocoa powder 
1/4 cup all-purpose flour 
1 teaspoon baking powder 
1/4 teaspoon salt 
1/2 cup milk 
1 egg 
1 tablespoon vegetable oil 
1/4 cup chocolate chips 

Directions: 
1. In a medium bowl, combine the avocado, cocoa powder, flour, baking powder, and salt. 
2. In a separate bowl, whisk together the milk, egg, and vegetable oil. 
3. Add the wet ingredients to the dry ingredients and mix until well combined. 
4. Fold in the chocolate chips. 
5. Heat a large skillet over medium heat. 
6. Scoop 1/4 cup batter onto the skillet for each pancake. 
7. Cook for 2-3 minutes per side, or until the pancakes are golden brown. 
8. Serve with your favorite toppings.
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https://jalammar.github.io/illustrated-gpt2/For more details: https://jalammar.github.io/illustrated-transformer/
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a pattern of characters that looks like a star
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o o o
. o .
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a pattern of characters that looks like a vertical line

. o .

. o .
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a pattern of characters that looks like a triangle

. o o o .

. o o o o .

. o o o o o .
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Large Language Model

A
raspberry

image

white
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Large Language Model
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1,000,000s of pixels

1,000s of words
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squirrel reaching for a nut
slide from Steve  Seitz’s video
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squirrel reaching for a nut
slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


squirrel reaching for a nut

Up-sampled
4x

slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


squirrel reaching for a nut
Parti, https://parti.research.google/

https://parti.research.google/


squirrel reaching for a nut underwater
slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


fossil of a squirrel reaching for a nut
slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


squirrel made of toothpicks wearing sunglasses reaching for a nut
slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


DLSR photograph of a whimsical fantasy house shaped like a squirrel
with windows and a door, in the forest slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


Squirrel reaching for a nut.  by Leonardo da Vinci
slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


Squirrel reaching for a nut.  Van Gogh painting
slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


Intricately carved cathedral door of a squirrel reaching for a nut
slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


Squirrel reaching for a nut.  Woodcut tessellation pattern by M.C. Escher
slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA


Squirrel reaching for a nut.  Latte art
slide from Steve  Seitz’s video

https://youtu.be/GYyP7Ova8KA
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Vaswani et al., 
2017
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Sequence 2 Sequence models in language

Source: https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html
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attention

Attention and Context in language

?
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Self-Attention
● Content-based querying
● Retrieves similar items
● Weighted sum of similarities
● Constant path length between any two positions
● Variable-sized perceptive field
● Gating/multiplication enables crisp error propagation
● Trivial to parallelize (per layer) 
● Can replace sequence-aligned recurrence entirely
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Self-Attention Order in Machine Translation
● Encoder-Decoder Attention:   

○ from output attending to words in input sequence

● Encoder Self-Attention:            

○ attention to words in input sequence (all directions)

● Masked Decoder Self-Attention   

○ in output attending only to words that come before
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Self-Attention Order in Machine Translation
● Encoder-Decoder Attention:   

○ from output attending to words in input sequence

● Encoder Self-Attention:            

○ attention to words in input sequence (all directions)

● Masked Decoder Self-Attention   

○ in output attending only to words that come before

You cannot use this if you are 
predicting the output

Use this instead!

BUT with word-by-word processing this would take a very long time to train! 
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Transformer Architecture
Vaswani et al., 2017
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Transformer 
Architecture

English Sentence

Feed forward network processes
every English word

Input branch

French words, coming in

Masking:  Matrix multiply:
e.g. 2000 French words by 2000 French 

words but masking words that come 
afterwards with zero

Matrix multiply:
e.g. processed English words by processed

French words

Prediction

Output branch
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Masking Attention

Attention(Q,K,V) = softmax(Q KT) V 

Q = query vector = current English (or French) word
K key and V value = memory of words seen before
Goal: Find key(s) most similar to query and retrieve value(s) that 

correspond to this/these key(s)
Softmax =  Σi eqki /          vi  produces probability distribution over keys
                                                with peaks for keys similar to query
 

CS 585:  Image and Video Computing 

Σj eq kj
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Σj eq kj

Acts as a weight mask over V

Very fast:
2 matrix multiplications & 1 softmax operation
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Masking Attention

Attention(Q,K,V) = softmax(Q KT/ sqrt(dk) ) V 

Q = query vector = current English (or French) word
K key and V value = memory of words seen before
Goal: Find key(s) most similar to query and retrieve value(s) that 

correspond to this/these key(s)
Softmax =  Σi eqki /          vi  produces probability distribution over keys
                                                with peaks for keys similar to query
 

CS 585:  Image and Video Computing 

Σj eq kj

Acts as a weight mask over V

Very fast:
2 matrix multiplications & 1 softmax operation

Technical detail:
sqrt(dk) normalization needed 
for training
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Why Multi-Head
Attention?

English Sentence

Feed forward network processes
every English word

Input branch

French words, coming in

Masking:  Matrix multiply:
e.g. 2000 French words by 2000 French 

words but masking words that come 
afterwards with zero

Matrix multiply:
e.g. processed English words by processed

French words

Prediction

Output branch
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Why Multi-Head Attention?

• Multiple attention layers (heads) in paraellel
• Each head uses different linear transformation
• Different heads can learn different relationships

CS 585:  Image and Video Computing 
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Training a Transformer

• ADAM optimizer 
• Dropout during training at every layer
• Label smoothing
• Auto-regressive decoding with beam-search
• Checkpoint-averaging

• Library available:  https://github.com/tensorflow/tensor2tensor

CS 585:  Image and Video Computing 

https://github.com/tensorflow/tensor2tensor
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Transformer Architecture Complexity

• n= number of words in sequence  
• d= network depth                             

Number of operations:  n2 d
Number of activations:  n2 + n d               

Much better than CNNs or RNNs with number of operations  n d2  

                                                                        

CS 585:  Image and Video Computing 
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Transformer Architecture Complexity

• n= number of words in sequence  (<70 words per sentence)
• d= network depth                             (maybe 1000)

Number of operations:  n2 d                     e.g.,  70x70x1000=4.9 mill
Number of activations:  n2 + n d               

Much better than CNNs or RNNs with number of operations  n d2  

                                                                        e.g.,         70x1000x1000=70 mill

CS 585:  Image and Video Computing 

Every word attends to every word
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Vaswani et al., 
2017
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Dosovitskiy 
et al.,
2020

Vision 
Transformer
ViT

CS 585:  Image and Video Computing 
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ViT 
Architecture
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Embedding
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Position 
Embedding
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Vision Transformer

CS 585:  Image and Video Computing 
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Vision Transformer Results

CS 585:  Image and Video Computing 
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Vision Transformer Results
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Vision 
Transformer

CS 585:  Image and Video Computing 
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Dosovitskiy 
et al.,
2020

Vision 
Transformer
ViT

CS 585:  Image and Video Computing 
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Liu et al., 
2021

CS 585:  Image and Video Computing 

Task: Image Captioning 
=  Creating text that 
describes the image

https://arxiv.org/pdf/2101.10804.pdf
https://arxiv.org/pdf/2101.10804.pdf
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Animal Pose Tracking: 3D 
Multimodal Dataset and Token-
based Pose Optimization

Patel et al., 2022

CS 585:  Image and Video Computing 

https://link.springer.com/article/10.1007/s11263-022-01714-5
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Animal Pose Tracking: 3D 
Multimodal Dataset and Token-
based Pose Optimization

Patel et al., 2022

CS 585:  Image and Video Computing 

https://link.springer.com/article/10.1007/s11263-022-01714-5
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Animal Pose Tracking: 3D 
Multimodal Dataset and Token-
based Pose Optimization

Patel et al., 2022

           Using a Transformer:

CS 585:  Image and Video Computing 

Output:

Input

https://link.springer.com/article/10.1007/s11263-022-01714-5
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Animal Pose 
Tracking: 3D 
Multimodal 
Dataset and 
Token-based 
Pose 
Optimization

Patel et al., 
2022
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Output:

Input
Context Models

https://link.springer.com/article/10.1007/s11263-022-01714-5
https://link.springer.com/article/10.1007/s11263-022-01714-5
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Animal Pose 
Tracking: 3D 
Multimodal 
Dataset and 
Token-based 
Pose 
Optimization

Patel et al., 
2022

 

https://link.springer.com/article/10.1007/s11263-022-01714-5
https://link.springer.com/article/10.1007/s11263-022-01714-5
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Learning Outcomes

CS 585:  Image and Video Computing 

Understand
• Concept of attention
• Transformers for NLP  (“Attention is All you Need”)
• Vision transformers for object recognition  (“An image is worth 16x16 Words”)
• Vision transformers for image captioning
• Vision transformers for 3D pose optimization and tracking
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