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#### Abstract

The Internet consists of thousands of autonomous systems (ASes). Each AS represents an Internet Service Provider or the network of a large organization, that is managed independently. The Border Gateway Protocol is the policy routing protocol of choice for connecting these ASes, while allowing them to set their routing policies independently. Routing policies (or path preferences) determine how a path to a particular destination is chosen out of a candidate set of paths. This flexibility in configuring routing policies comes at the cost of stability, where ASes may have conflicting policies causing them to continually advertise new routing updates for extended periods of time.


We introduce a theoretical framework for policy routing dynamics (i.e., how path changes propagate in the network) that is based on the specifics of routing update mechanisms. Unlike existing models, our Dynamic Policy Routing (DPR) model introduces several structures that capture how path changes propagate in any network under dynamic topology and path preference changes. We demonstrate the utility of DPR by applying it to three problems: minimizing routing dynamics, detecting policy conflicts, and deriving properties of safe (i.e., convergent) routing dynamics.

For minimizing routing dynamics we formulate the Routing Dynamics Minimization Problem (RDMP) which solves a graph optimization problem. RDMP aims to minimize the longest possible sequence of routing update messages in a dynamic network by changing the path preferences of nodes. We show that solving RDMP in general is NP-Hard and under restrictions can be solved in
polynomial time.
For detecting policy conflicts we prove that the root cause of any cycle of routing update messages can be precisely inferred as either transient or potentially persistent due to the existence of a policy conflict. We then develop SafetyPulse, a token-based distributed algorithm, to detect policy conflicts in a dynamic network.

For deriving properties of safe routing dynamics we establish three properties that provide insight into which ASes can directly induce route changes in one another, and how cycles of routing updates can be manifested in the network. We then develop InterferenceBeat, a token-based distributed algorithm, to check adherence to these properties.
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## Chapter 1

## Introduction

The Internet consists of thousands of autonomous systems (ASes). Each AS represents an Internet Service Provider or the network of a large organization, that is managed independently. Today, the Border Gateway Protocol (BGP) is the routing protocol of choice for connecting these ASes while allowing them to set their routing policies independently. Routing policies determine how a path to a particular destination is chosen out of a candidate set of paths.

This flexibility in configuring routing policies comes at the cost of stability. BGP is known to suffer from slow convergence time, where ASes continually advertise new routing updates for extended periods of time before reaching a stable path assignment. Experimental measurements show that interdomain routers may take tens of minutes to reach a consistent view of the network after a fault [Labovitz et al., 2001].

Route flapping, the process of adopting and discarding paths, can be highly disruptive given the associated communication and processing overheads. Route flaps can be transient (i.e., shortterm) due to temporary changes in topology or path preferences. Route flaps can also be persistent due to conflicting routing policies across ASes (i.e., policies that cannot be satisfied simultaneously [Varadhan et al., 1996]). Unnecessarily switching between routes reduces QoS predictability, increases delay variability, causes service disruption, as well as increases packet loss [Labovitz et al., 2000]. In addition, one can imagine that continually switching between routes would make managing the network in terms of capacity planning / dimensioning, and traffic engineering much harder as the paths used and their associated traffic loads become less predictable [Quoitin et al., 2005, Uhlig and Bonaventure, 2004, Feamster and Rexford, 2007]. In general, network operators strive for a stable policy configuration (i.e., a set of path preferences) where the routing dynamics are bounded and converge quickly. By routing dynamics we mean how path changes are propa-
gated across nodes in the network.
The difficulty in managing the disruptive properties associated with BGP due to the autonomy in setting routing policies has led to a plethora of research related to understanding its convergence properties and steady-state behavior. In particular, Griffin et al. introduced the Stable Paths Problem (SPP), a formalism to reason about the steady-state behavior of BGP [Griffin et al., 2002]. SPP has become the standard for modeling BGP and the basis for many novel extensions over the years. SPP considers the stable assignment of paths, where every AS is assigned its most preferred path out of its available choices. The authors showed that the existence of a dispute wheel or policy conflict (i.e., a cyclic dependency in path preferences that could lead to paths being adopted and discarded indefinitely) is a necessary condition for divergence (i.e., the lack of a stable assignment of paths). Gao et al., on the other hand, showed that restricting the path preferences of ASes to be consistent with their commercial / economic relationships is sufficient for guaranteeing convergence [Gao and Rexford, 2001]. We refer to these restrictions from hereon as the Gao-Rexford (economic) guidelines.

### 1.1 Motivation

SPP is seminal work which introduces modern policy routing theory and represents a unifying framework for understanding steady-state analysis. To study routing dynamics (i.e., how path changes propagate across nodes in the network), current routing models aim to capture asynchronicity and the timing of BGP updates, which make the models cumbersome.

This thesis takes a different approach. We show that important properties about routing dynamics can be derived using a simple theoretical framework that extends SPP. The routing dynamics in our proposed model are actually synchronous with discrete time. We show that properties derived using our synchronous routing model can be applied to asynchronous routing dynamics. This allows us to prove interesting results regarding the dynamics of policy routing using a simple model. Our model also captures dynamic topology and path preference changes. Our contributions are outlined in more detail in the following section.

Our model starts by considering the specifics of how routing happens in the Internet today.

During the course of routing, a router has periodic windows in which it receives routing update messages from its neighbors. From these updates, the router can optionally choose to change its current path (i.e., perform an action) or maintain its current path. We use the notion of causation, where every action by a node is caused by one specific neighbor. Thus the routing dynamics can be seen as a collection of causation chains, where each node's action is caused by the previous node on the chain. We select a natural definition of causation in which causation chains are started only by root causes (i.e., link availability changes or policy changes). We find that the notion of causation is sufficient to derive interesting properties of routing dynamics as a whole.

### 1.2 Thesis Contributions

We introduce DPR which constitutes several novel structures such as causation chains, causation fences, and policy digraphs that model different aspects of routing dynamics (i.e., how path changes propagate across nodes in the network) and provide insight into how these dynamics manifest in the network. We demonstrate the utility of DPR by applying it to three problems: minimizing routing dynamics, detecting policy conflicts, and deriving properties of safe routing dynamics.

In terms of minimizing routing dynamics we make the following contributions:

- We introduce policy digraphs, a time-invariant structure which captures how routing update messages can propagate in the network. We utilize policy digraphs to formalize the Routing Dynamics Minimization Problem (RDMP). RDMP solves a graph optimization problem that aims to minimize the longest possible sequence of routing update messages in a dynamic network. This is done by changing the path preferences of nodes.
- We show that finding a policy configuration (i.e., a set of path preferences) which minimizes the length (i.e., the size of the longest walk with possibly repeated nodes) of the policy digraph is NP-Hard.
- We show that under certain restrictions, such as having nodes abide by the Gao-Rexford
guidelines that guarantee safety (i.e., convergence), finding a policy configuration which minimizes the length of the policy digraph can be solved in polynomial time.

In terms of policy conflict detection we make the following contributions:

- We introduce causation fences, a time-invariant structure which under certain conditions represents a dispute wheel. We utilize causation fences to prove that the root cause of any cycle of routing update messages can be inferred as either a transient route flap or a policy conflict. More specifically, we prove that any cycle of route updates where a node ends up with a more preferred path must be due to a policy conflict.
- We develop SAFETYPULSE, a token-based distributed algorithm, which leverages our theoretical result for detecting policy conflicts in any dynamic network. SAFETYPULSE has several characteristics, namely, it is computationally efficient, provably correct, and backwards compatible. SAFETYPULSE diagnoses and monitors the health of the network by detecting policy conflicts that could potentially lead to unbounded routing dynamics in realtime.

In terms of deriving properties of safe routing dynamics we make the following contributions:

- We introduce causation chains, a time-varying structure that captures how the action of one node on the chain causes its successor to take an action. We utilize causation chains to establish three properties of safe routing dynamics. By "safe" we mean routing instances where all the nodes abide by the Gao-Rexford guidelines that guarantee safety. Here, by safety we mean the convergence of the policy routing protocol (e.g., BGP) to a stable assignment of paths across all nodes (i.e., when no more path changes are propagated in the network). The non-interference property provides insight into which ASes can directly induce route changes in one another. The single cycle property and the multi-tiered cycle property both provide insight into how cycles of routing updates can manifest in the network. These properties hold irrespective of changes in the underlying topology or changes in path preferences.
- We develop InTERFERENCEBEAT, a token-based distributed algorithm, to check adherence to these properties. To enhance InTERFERENCEBEAT we model four common policy vio-
lations of the Gao-Rexford guidelines and characterize the resulting dynamics. INTERFERENCEBEAT diagnoses and monitors the health of the network by detecting invalid routing dynamics (i.e., causation chains that do not adhere to the derived properties) in realtime.


### 1.3 Thesis Organization

This thesis is organized as follows. Chapter 2 provides an overview of the related work in the area. Chapter 3 outlines our models for policy routing dynamics. In particular, the Dynamic Policy Routing (DPR) model and the economic DPR model. Chapter 4 formalizes the Routing Dynamics Minimization Problem (RDMP) and shows the complexity classes for various variants of the problem. Chapter 5 solves the conflict detection problem and provides pseudocode for SAFETYPULSE. Chapter 6 derives properties of safe routing dynamics and provides pseudocode for Interferencebeat. This chapter also models four common policy violations and characterizes the resulting dynamics. Finally, the thesis concludes in chapter 7 and Appendix A addresses the synchronicity of DPR.

## Chapter 2

## Related Work

There has been some seminal work in terms of understanding the behavior of BGP, in particular its steady-state behavior and convergence properties. As mentioned earlier, Griffin et al. introduced the Stable Paths Problem (SPP) and showed that the existence of a dispute wheel (i.e., a cyclic dependency in path preferences) is a necessary condition for divergence (i.e., the lack of a stable assignment of paths). Feamster et al. showed that the lack of a dispute ring (i.e., a dispute wheel where nodes have path preferences of a special form) under filtering (i.e., preferentially advertising routes) is a necessary condition for convergence [Feamster et al., 2005]. Cittadini et al. also provided necessary and sufficient conditions for safety under filtering [Cittadini et al., 2009]. Their result is based on the presence of a dispute reel (i.e., a special case of the dispute wheel and a generalization of the dispute ring). Sami et al. showed that having a unique stable assignment is a necessary condition for convergence [Sami et al., 2009].

There have been attempts to provide routing models which are guaranteed to have a solution in that the model will somehow incorporate the endless oscillations of the disputing nodes. One such approach is the Fractional Stability Model (FSM), where each node chooses a "mixed strategy" such that there is a probability associated with selecting each path presented by a neighboring node [Haxell and Wilfong, 2008]. Since all non-cooperative games have a Nash equilibrium, instances of the FSM are guaranteed to have a solution. Sink equilibriums represent another model which has been applied to routing [Fabrikant and Papadimitriou, 2008]. This approach models dynamics as a graph where every state of the system is a node in the graph and state transitions are edges.

Wang et al. developed a BGP routing model to understand transient routing failures [Wang et al., 2009]. The model consists of routers acting asynchronously through the use of an activation
sequence. Under the assumption that all nodes abide by the Gao-Rexford guidelines [Gao and Rexford, 2001], they derived sufficient conditions for transient route failure and upper bounds on the duration of transient route failures. Bounds on BGP's convergence time, under different restricted link failure models, have also been studied (e.g., [Wang et al., 2005, Obradovic, 2002,Pei et al., 2006]).

There are research efforts that utilize other fields, such as game theory, to understand and model policy routing. Since each router can be represented as an ordered list of path preferences, routing is compatible with mechanism design [Feigenbaum et al., 2006b]. Using this framework, each node can be given a payment as an incentive to truthfully reveal its policy preferences. A globally optimal set of path assignments can then be determined from these preference revelations. This method can be further optimized with distributed algorithmic mechanism design [Feigenbaum and Shenker, 2002], where the routers jointly determine the payment methods without requiring a centralized coordinator [Feigenbaum et al., 2006a]. One problem with this approach, however, is that although routers typically rank path preferences using a numeric function, the values associated with each path are arbitrary. For example, if a router assigns two paths numeric values, 1000 and 50 , respectively, it cannot be interpreted that the first path is valued 20 times more than the second path. However, it is shown that if no disputes exist in the routing policies (i.e., there are no dispute wheels), then the routers are incentive compatible in that they are motivated to act truthfully with respect to their path preferences [Levin et al., 2008].

In contrast to existing BGP models, our Dynamic Policy Routing (DPR) model extends SPP with discrete synchronous time to capture the propagation of path changes across nodes. DPR does not utilize other fields, does not attempt to model the asynchronicity in BGP, and is not restricted to static topologies or static path preferences. DPR produces results that are invariant to dynamic topology (i.e., multiple changes in link availability) and path preference (i.e., policy configuration) changes.

Gao et al. showed that restricting the path preferences of ASes to be consistent with their commercial / economic relationships (e.g., prefer customer paths over provider paths) is sufficient for guaranteeing convergence [Gao and Rexford, 2001]. Other solutions constrain the policy freedom
of ASes to a generalized form of shortest path routing, thus guaranteeing convergence (e.g., [Ee et al., 2007, Griffin and Sobrinho, 2005, Gao and Rexford, 2001]). In general, conditions that guarantee convergence by limiting the freedom of AS administrators in choosing their routing policies are heavy-handed as they require every node to comply. They also do not provide any guarantees under partial adherence.

The properties of safe routing dynamics we derive in Chapter 6 consider a notion of safety that is based on the Gao-Rexford guidelines in [Gao and Rexford, 2001]. These guidelines are modelled by our Economic DPR model in Chapter 3.4.

Many distributed algorithms were developed to mitigate the effects of harmful policy interactions. This is done by passing diagnostic information alongside routing update messages (e.g., a cost metric [Cobb and Musunuri, 2004], a precedence metric [Ee et al., 2007], path-histories [Griffin and Wilfong, 2000], as well as event-related tokens [Yilmaz and Matta, 2007, Ahronovitz et al., 2006]). Many of these solutions, however, are either ad hoc or cumbersome. For example, counting [Cobb and Musunuri, 2004] and other token-based [Yilmaz and Matta, 2007] approaches are heuristics and their correctness cannot be guaranteed. The theoretical history-based protocol, Safe Path Vector Protocol (SPVP) introduced in [Griffin and Wilfong, 2000], on the other hand, incurs a large message exchange overhead, requires more time (i.e., more messages) to detect a policy conflict, and does not provide an explicit condition for detecting the occurrence of a transient route flap.

SAFETYPULSE, our token-based distributed algorithm, leverages our novel theoretical results in Chapter 5 to detecting policy conflict. In particular, we identify the root cause of a causation cycle as either a transient route flap or a policy conflict, an inference that SPVP is unable to make. SAFETYPULSE has several characteristics, namely, it is computationally efficient (a constant factor reduction in message size and number of messages when compared to SPVP), provably correct, and backwards compatible.

There are numerous offline methods for addressing policy conflicts [Govindan et al., 1999] and analyzing static policy configurations [Feamster and Balakrishnan, 2004]. Other methods focus on identifying the root causes of instability [Feldmann et al., 2004]. In general, these offline
methods have not been successful in practice as network administrators are reluctant to disclose their routing policies or configurations to any central repository for further analysis.

## Chapter 3

## Modeling Policy Routing Dynamics

In this chapter we outline our models for policy routing dynamics. Our Dynamic Policy Routing (DPR) model extends the static formalism of the Stable Paths Problem (SPP) [Griffin et al., 2002] with discrete synchronous time. DPR captures the propagation of path changes in any network irrespective of its time-varying topology or time-varying path preferences. Our economic DPR model, on the other hand, captures the economic constraints that are typical of commercial relationships (or agreements) between ASes in the Internet [Gao and Rexford, 2001]. We refer to these constraints, which have been shown to make BGP free from policy conflicts, as the Gao-Rexford guidelines.

### 3.1 Stable Paths Problem

### 3.1.1 Overview

We start with a sample SPP instance that can be seen in Figure 3•1 (Left) where the destination is node 0 . Each node has a path preference list consisting of two paths where the most preferred path is the topmost path. For example, node 1 prefers path $\langle 1430\rangle$ over the direct path $\langle 10\rangle$. This SPP instance is called bad gadget [Griffin and Wilfong, 2000] and is known to have at least one dispute wheel as shown in Figure $3 \cdot 1$ (Right). BAD GADGET also has no stable assignment as any initial path assignment leads to paths being adopted and discarded indefinitely. We use BAD GADGET as a running example throughout this thesis.

### 3.1.2 Basic Notation

Definition 1 (Network). In SPP, the routing network is represented by a graph: $G=(V, E)$ where each AS is represented by a node $v \in V$. If two nodes $u$ and $v$ are connected then $(u, v) \in E$.


Figure 3-1: SPP instance bad gadget (Left) and its dispute wheel (Right). A dispute wheel consists of pivot nodes. Two types of paths are represented in a dispute wheel, namely, rim paths labelled $R_{i}$ and spoke paths labelled $Q_{i}$. Rim paths connect pivot nodes while spoke paths connect each pivot node to the destination. Each pivot node $i$ has the property that it prefers its rim and neighbor's spoke path, $R_{i} Q_{i-1}$, over its direct spoke path, $Q_{i}$.

Definition 2 (Paths). Paths in $G$ are represented by sequences of the form:

$$
P=\left\langle u_{0} u_{1} \ldots u_{n} d\right\rangle
$$

where $d$ is a distinguished destination node. The empty path is represented by: $\rangle$. The concatenation of a path $P$ with node $u$ is represented by: $\langle u P\rangle$. The set of paths originating from a particular node $u$ can be denoted as $\mathcal{P}$.

Definition 3 (Next-Hop Neighbor). At node $u_{0}$, the next-hop of $P=\left\langle u_{0} u_{1} \ldots u_{n} d\right\rangle$ is denoted by:

$$
u_{1}=\operatorname{NextHop}(P)
$$

Definition 4 (Path Preferences). Each node wishes to obtain a path to $d$. Each node $u$ has a set preference over the paths, represented by $\succ_{u}$. This preference forms a total order over $\mathcal{P} \cup\rangle$. For ease of notation, we represent the combined path preferences of all nodes with the partial order $\succ$. If a path $P$ is forbidden then $\rangle \succ P$. All paths with repeating nodes are forbidden.

Definition 5 (SPP Instance). An instance of SPP is comprised of the network and the path preferences of each of its nodes: $(G, \succ)$.

Definition 6 (Stable Path Assignment). In policy routing each node $u$ broadcasts to its neighbors its current path $P$ to the destination node $d$. Each node chooses its most preferred path over the set provided by its neighbors. The goal of SPP is to find a stable assignment, which is a directed tree, confluent at $d$. Each node $u$ in this stable assignment is satisfied if the path from $u$ to $d$ is preferred
over paths through its neighboring nodes. If each node is satisfied, then the tree is stable (i.e., will not change).

We represent a path assignment with the function $\pi$ that maps each node to a particular path. The paths available to a particular node $u$ can be represented as:

$$
\text { Choices }(u)=\{\langle u \pi(v)\rangle \mid(u, v) \in E\}
$$

A node's best path is the most preferred path among the paths available to it:

$$
\operatorname{Best}(u)=\underset{\succ}{\max } \operatorname{Choices}(u)
$$

A path assignment $\pi$ is stable if each node is assigned its most preferred path out of its choices:

$$
\operatorname{Stable}(\pi) \Leftrightarrow \operatorname{Best}(u)=\pi(u) \text { for all } u \in V
$$

Griffin et al. showed in [Griffin et al., 2002] that it is NP-Complete to determine whether a stable assignment exists.

Definition 7 (Dispute Wheel). Griffin et al. introduced dispute wheels in [Griffin et al., 2002], whose existence is a necessary condition for an SPP instance to not have a stable assignment. A dispute wheel, as shown in Figure 3•2, represents a cyclical set of path preferences.

A dispute wheel $W$ is defined by $W=(\mathcal{N}, \mathcal{R}, \mathcal{Q})$, where:

- $\mathcal{N}$ is the set of $n$ unique pivot nodes such that $\mathcal{N}=\left\{u_{n-1}, \ldots, u_{0}\right\}$.
- $\mathcal{R}$ is the set of rim paths, where each $R_{i} \in \mathcal{R}$ is a path from $u_{i}$ to $u_{i-1}$ (with subscripts modulo $n$ ).
- $\mathcal{Q}$ is the set of spoke paths, where each $Q_{i} \in \mathcal{Q}$ is a path from $u_{i}$ to $d$.
- Each node $u_{i}$ prefers a path through its rim and neighbor's spoke path over its own spoke path:

$$
R_{i} Q_{i-1} \succ Q_{i}
$$

### 3.2 Dynamic Policy Routing Model with Static Path Preferences

### 3.2.1 Overview

In this section we outline the DPR model, our theoretical framework for modeling policy routing dynamics, with static path preferences that will be used in chapter 4 and chapter 5 .


Figure 3-2: Dispute wheel.

We introduce the basic notation underlying the DPR model and define several novel structures such as causation chains, causation fences, and policy digraphs that model different aspects of routing dynamics (i.e., how path changes propagate across nodes in the network) and provide insight into how these dynamics manifest in the network. We focus here on presenting the main intuition behind the model and the structures developed.

Consider the sample SPP instance, BAD GADGET, shown in Figure 3.1. In the course of routing, nodes adopt and discard paths as they attempt to reach a stable path assignment. The adopted and discarded paths are the paths that the node switches to and from, respectively. A stable path assignment exists when no node is able to switch to a more preferred path and no more path changes are propagated in the network.

While SPP is concerned with the stable assignment of paths, DPR is concerned with the propagation of path changes in the network. The central notions in DPR are that of action and causation. An action, Action $(u, t)$, corresponds to a possible routing decision made by node $u$ at time $t$ upon the reception of a routing update message. Three possible actions include a StepUp (adopting a more preferred path via a different next-hop neighbor) or StepDown (adopting a less preferred path via a different next-hop neighbor) or StepSame (adopting a new path via the same next-hop neighbor). A causing node, Cause $(u, t)$, corresponds to the node sending the routing update message to node $u$ at time $t$ that triggered the action. More specifically, if node $u$ performs a StepUp, the





$$
\begin{aligned}
\text { Time } & =3 \\
\text { Action }(1,3) & =\text { StepUp }
\end{aligned}
$$

Time $=4$
$\operatorname{Action}(2,4)=$ StepDown
Cause $(1,3)=4$
$\operatorname{Cause}(2,4)=1$

Figure 3.3: Sample actions and causation for BAD GADGET.
causing node is the next-hop neighbor that provided node $u$ with the more preferred path. On the other hand, if node $u$ performs a StepDown / StepSame, the causing node is the next-hop neighbor that removed node $u$ 's current path. DPR models these two events to construct a causation chain over time, $\left\langle y_{1} y_{2} \ldots y_{k}\right\rangle$, where each node $y_{i}$ causes its successor along the chain to take an action.

Figure 3.3 outlines a few sample cases of action and causation for BAD GADGET. At time $t=1$, node 3 performs a StepDown action as it is forced to discard path $\langle 320\rangle$ and adopt path $\langle 30\rangle$. This is due to node 2 adopting path $\langle 210\rangle$ at time $t=0$. Such sequences of action and causation represent a causation chain. A sample causation chain is $\left\langle\begin{array}{lllll}2 & 3 & 4 & 1\end{array}\right\rangle$ while a sample causation cycle, where a node is triggered twice to update its path, is $\langle 23412\rangle$.

It is important to note that each causation chain starts at a root cause that can be either a change
in a link's availability or a change in a node's path preferences. A causation chain terminates, on the other hand, when a node does not take an action (i.e., is not affected by this round of route updates and hence maintains its current path). A causation chain represents a single sequence of nodes that induce path changes in one another. A network would typically observe many causation chains as a result of a single root cause. In other words, the individual chains branch out in such a way that their aggregation across space and time would form a complex graph (or forest) that simultaneously represents many sequences of route updates propagating in the network. In this thesis whenever we talk about a causation chain we are referring to only one such sequence of route updates propagating in the network.

Another set of possible actions include RankInc (adopting a more preferred path) or RankDec (adopting a less preferred path) or RankSame (staying with the current path) without any restrictions on the next-hop neighbor used. Depending on the application, a different set of possible actions may be more appropriate. For chapters 4 and 5, the actions StepUp, StepDown, and StepSame are used to construct the causations chains, since we care about how the adopted / discarded paths depend on the nodes along the chain. Also, we only consider static path preferences as outlined in Section 3.2. For chapter 6, on the other hand, the actions RankInc, RankDec, and RankSame are used since we only care about the relative ranking of the current path and the new (or next) path. Also, we consider time-varying path preferences as outlined in Section 3.3.

Using DPR we introduce a time-invariant structure we call a causation fence, which under certain conditions represents a dispute wheel (or policy conflict). The exact manner in which a causation fence manifests, in terms of what we call adopting and discarding subchains, for BAD GADGET is outlined in Figure 3.4.

These adopting and discarding subchains allow us to construct a causation fence which distills the core elements (i.e., path changes) in a causation chain. In particular, a causation fence only concerns itself with the head and tail nodes of the adopting / discarding subchains as shown in Figure 3.5. The causation fence can be seen as an open-ended dispute wheel where each pivot node also prefers its rim and neighbor's spoke path over its own spoke path. For example, pivot node 3 prefers its rim and neighbor's spoke path $\langle 320\rangle$ over its own spoke path $\langle 30\rangle$. The condition


Figure 3.4: Alternating subchains of BAD GADGET. Adopted/discarded paths are represented by solid/dotted arrows, respectively. Horizontal paths are more preferred than vertical paths.
under which a causation fence does indeed represent a dispute wheel allows us to infer the root cause of a causation cycle.


Figure 3.5: Causation fence of BAD GADGET.

Using DPR we introduce another time-invariant structure we call a policy digraph which captures how routing update messages can propagate in the network. Figure 3.6 outlines the policy digraph of BAD GADGET. Each node in BAD GADGET is represented by a "ladder". Each step in the ladder denotes a path from the corresponding node's path preference list. The node's most preferred path is at the top of the ladder. Two steps (i.e., paths) in different ladders are connected by a directed edge if the source path is a subpath of the target path. We refer to such edges as "subpath" edges. A valid "walk" can start from any step on any ladder and can go down the ladders and across the subpath edges connecting different ladders. Consider the following sample walk:

$$
\langle 20\rangle\langle 320\rangle\langle 30\rangle\langle 430\rangle\langle 1430\rangle\langle 10\rangle\langle 210\rangle\langle 20\rangle
$$

Walks in this structure capture the routing dynamics of BAD GADGET. By routing dynamics we mean how path changes could potentially propagate in the network or more specifically how paths could potentially be adopted and discarded. For example, if path $\langle 20\rangle$ is adopted after link $(2,0)$
becomes available, then path $\langle 320\rangle$ will also be adopted since it is node 3 's most preferred path. Such dependencies are captured by the subpath edges. Walking down the ladder captures the effect of adopting or discarding a less preferred path due to a change in the availability of a path higher up the ladder. For example, if path $\langle 210\rangle$ gets adopted, moving from path $\langle 210\rangle$ to path $\langle 20\rangle$ in the policy digraph captures the effect of node 2 adopting path $\langle 210\rangle$ and discarding path $\langle 20\rangle$. This results in path $\langle 320\rangle$ getting discarded by node 3 since path $\langle 20\rangle$ is no longer available.


Figure 3.6: Policy digraph of bad Gadget.

The policy digraph provides insight into the routing dynamics. A path (or walk) in the policy digraph captures how far routing update messages can potentially propagate. In other words, the longer the paths, the longer it could take for the transient dynamics to die out following a topology change (e.g., a link failure). We prove that any valid sequence of route updates is a path in the policy digraph. On the other hand, a policy conflict (or dispute wheel) is a cycle in the policy digraph where a path is repeated. We prove that a dispute wheel is represented as a cycle in the policy digraph. Policy digraphs will be used in the formulation of RDMP in chapter 4.2.

It is important to note that our policy digraphs are easier to construct and visualize when compared to dispute digraphs [Griffin and Wilfong, 2000]. In particular, the conditions for constructing a dispute arc require the relative rankings of paths across nodes to be compared-something that is not required for constructing our policy digraph. Policy digraphs are simpler since they are concerned with capturing the propagation of path changes across nodes in the network. In particular,
they are concerned with capturing how paths are adopted and discarded. Dispute digraphs, on the other hand, are concerned with how policy conflicts can manifest and hence consider the relative rankings of paths across nodes which makes the structure more complicated.

### 3.2.2 Basic Notation

DPR extends SPP's notation as follows.
Definition 8 (Time). Time is represented by a non-negative, discrete index $t$ such that: $t \in[0, \infty)$.
Definition 9 (Network). The network is represented by a graph $G=(V, E)$ :

- Each vertex $u \in V$ represents an AS.
- Each edge in $E$ is time dependent: $(u, v)^{t} \in E$ if $u$ is connected to $v$ at time $t$. Conversely, a lack of connectivity between $u$ and $v$ at time $t$ (i.e., link failure) is represented by $(u, v)^{t} \notin$ E.

There exists a distinguished destination node, represented as root, where root $\in V$. In other words, DPR considers a single destination prefix.

Definition 10 (Paths). Paths are sequences of nodes of the form: $\left\langle u_{1} u_{2} \ldots u_{k}\right\rangle$ where the destination node root is $u_{k}$. The empty path is denoted by $\rangle$. A concatenation of a node $u$ with a path $Q$ is represented as: $P=\langle u Q\rangle$. A path originating from $u$ is represented by $P^{u}$. The set of paths originating from $u$ is represented by $\mathcal{P}^{u}$.

Definition 11 (Path Preferences). Each node $u$ has a unique preference over paths originating at $u$. This ranking is represented by the $\succeq$ operator. If $u$ prefers $P^{u}$ over $Q^{u}$ then: $P^{u} \succeq Q^{u}$. If $u$ prefers $P^{u}$ over $Q^{u}$ then: $P^{u} \succeq Q^{u}$. Strict preference is defined by:

$$
P^{u} \succ Q^{u} \text { iff } P^{u} \succeq Q^{u} \text { and } Q^{u} \nsucceq P^{u}
$$

For each node $u \in V, \succeq$ is a total order over $\mathcal{P}^{u} \cup\langle \rangle$. Thus each node $u$ has an ordered preference over all its paths to root. If two paths start with different nodes, then they have no preference relation. Forbidden paths $P$ are those ranked below the empty path for all times: $\rangle \succ$ $P$. All paths with repeating nodes are forbidden.

Definition 12 (DPR Instance). A Dynamic Policy Routing (DPR) instance consists of a graph and a path preference $D=(\succeq, G)$.

Definition 13 (Best Paths). At each time index $t$, every node $u$ has a path to root, represented by $P^{u}=\pi(u, t)$. The available path choices of a node, via all possible neighbors $v$, are represented by Choices $(u, t)$ where:

$$
\operatorname{Choices}(u, t)=\langle \rangle \cup\left\{\langle u \pi(v, t)\rangle:(u, v)^{t} \in E\right\}
$$

The $\operatorname{Best}(u, t)$ notation represents the current best path for $u$ :

$$
\operatorname{Best}(u, t)=\max _{\succeq} \operatorname{Choices}(u, t)
$$

The paths assigned to nodes at each time $t$ is their best path of the previous round. For all nodes $u \in V$ :

- $\pi(u, 0)=\langle \rangle$
- $\pi(u, t)=\operatorname{Best}(u, t-1)$

The path used by node $u$ at time $t, \pi(u, t)$, was its best path at time $t-1$, $\operatorname{Best}(u, t-1)$. This best path was determined using the ranking $\succeq$.

Definition 14 (Next-Hop Neighbor). The $\rho$ notation is used to represent the next-hop neighbor of a current path:

$$
\rho(u, t)=\operatorname{NextHop}(\pi(u, t))
$$

Definition 15 (Realized Paths). A path $P^{u}$ is realized iff there exists a time $t$ such that $\pi(u, t)=$ $P^{u}$.

Proposition 1 (Forbidden Paths). Forbidden paths are never realized.
Proof. Assume not. Then there exists a forbidden path $P^{u}$, a node $u$, and a time $t$ such that $\pi(u, t)=P^{u}$. However $\left\rangle \succ P^{u}\right.$ so $P^{u} \neq \operatorname{Best}(u, t-1)$ which is a contradiction.

Proposition 2 (Path Deconstruction). If $\rho\left(u_{0}, t\right)=u_{1}$ then $\pi\left(u_{0}, t\right)=\left\langle u_{0} \pi\left(u_{1}, t-1\right)\right\rangle$
Proof. By the definition of $\pi, \pi\left(u_{0}, t\right)=\operatorname{Best}\left(u_{0}, t-1\right)$ so $\pi\left(u_{0}, t\right) \in \operatorname{Choices}\left(u_{0}, t-1\right)$. So by the definition of Choices, $\pi\left(u_{0}, t\right)=\left\langle u_{0} \pi\left(u_{1}, t-1\right)\right\rangle$, where $u_{1}=\rho\left(u_{0}, t\right)$.

Remark 1. While DPR does not explicitly model BGP attributes, such an extension is possible and would only affect the preferential ranking of paths by nodes. This may lead to a different assignment of paths by the function $\pi$.

| \# | Action $(u, t)$ | Cause ( $u, t$ ) | Condition | Explanation |
| :---: | :---: | :---: | :---: | :---: |
| 1 | StepUp | $v=\rho(u, t+1)$ | $\begin{aligned} & \pi(u, t) \prec \pi(u, t+1), \\ & \rho(u, t) \neq \rho(u, t+1) \end{aligned}$ | Node $v$ was not node $u$ 's next hop at time $t$. However, $v$ advertised a new path to $u$ at time $t$, causing $u$ to choose a more preferred path through $v$ at time $t+1$. |
| 2 | StepDown | $v=\rho(u, t)$ | $\begin{aligned} & \pi(u, t) \succ \pi(u, t+1), \\ & \rho(u, t) \neq \rho(u, t+1) \end{aligned}$ | Node $v$ was node $u$ 's next hop at time $t$. However, node $v$ changed its path at time $t$, causing $u$ to choose a less preferred path at time $t+1$. |
| 3 | StepSame | $\begin{aligned} v & =\rho(u, t) \\ & =\rho(u, t+1) \end{aligned}$ | $\begin{aligned} & \pi(u, t) \neq \pi(u, t+1), \\ & \rho(u, t)=\rho(u, t+1) \end{aligned}$ | Node $v$ was node $u$ 's next hop at time $t$. Node $v$ changed its path at time $t$, which $u$ chooses to use at time $t+1$. |

Table 3.1: Cases for action and causation.

### 3.2.3 Causation Chains and Cycles

Actions represent a change in a node's chosen path between two time steps. A node $u$ performs an action at time $t$ if $\pi(u, t) \neq \pi(u, t+1)$. Every action of a node is caused by a neighboring node. The cases of action and causation are partitioned by node $u$ 's next-hop node $v$ and the relative ranking of node $u$ 's new and old paths. The functions Action $(u, t)$ and Cause $(u, t)$ are defined in Table 3.1. Consider the first row where node $u$ performs a StepUp action and switches to a new path through a more preferred next-hop node $v$ such that:

$$
\begin{aligned}
& \pi(u, t) \prec \pi(u, t+1) \\
& \operatorname{NextHop}(u, t) \neq \operatorname{NextHop}(u, t+1)
\end{aligned}
$$

Definition 16 (Causation Chains). A causation chain is a sequence of nodes where each node $y_{i-1}$ causes the action of $y_{i}$. It is represented by $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ where Cause $\left(y_{i}, t+i\right)=$ $y_{i-1}$ for all $0<i \leq k$. Time $t$ is defined with respect to $y_{0}$, and it takes $i$ time steps to build the causation chain up to node $y_{i}$.

Definition 17 (Causation Cycles). A causation cycle is a causation chain $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ with a repeated node where $y_{0}=y_{k}$.

Remark 2. In terms of the synchronicity of DPR, we show that this is not a drawback and that DPR has sufficient expressive power to model asynchronicity in Appendix A.

### 3.2.4 Causation Fences

Next we distill the time-invariant properties of causation chains using a structure we call the causation fence. We first show that causation chains are not random sequences of nodes (and their associated actions) as one would expect. Instead, the propagation of path changes in the network can be precisely formalized. More specifically, causation chains can be decomposed into two alternating types of subchains, namely, adopting and discarding subchains.

A causation subchain consists of consecutive nodes $\left\langle y_{i} y_{i+1} \ldots y_{j}\right\rangle^{t+i}$ where $y_{i}$ and $y_{j}$ are the head and tail nodes, respectively. The head node introduces a change into the subchain by changing its current path. Hence, $\pi\left(y_{i}, t+i\right) \neq \pi\left(y_{i}, t+i+1\right)$. The time $t$ is defined with respect to the first node on the original causation chain and it takes $i$ time steps to reach node $y_{i}$ in the subchain.

In an adopting subchain the head node $y_{i}$ makes a new path available that all subsequent nodes adopt. In Figure 3•7, for example, node 1 makes path $\langle 10\rangle$ available that node 2 adopts. Node 3 in turn adopts path $\langle 3210\rangle$ when node 2 makes path $\langle 210\rangle$ available.


Figure 3.7: An example of an adopting subchain. Adopted/discarded paths are represented by solid/dotted arrows, respectively.

Definition 18 (Adopting Subchain). An adopting subchain of $Y$ is $\left\langle y_{i} y_{i+1} \ldots y_{j}\right\rangle^{t+i}$ from $y_{i}$ to $y_{j}$ for $i<j$ where Action $\left(y_{k}\right) \neq$ StepDown for all $i<k \leq j$. This is irrespective of $y_{i}$ 's action.

On the other hand, all nodes in a discarding subchain are initially using a path through the head node $y_{i}$. However, $y_{i}$ discards this path, forcing all subsequent nodes to choose alternate paths.

Definition 19 (Discarding Subchain). A discarding subchain of $Y$ is $\left\langle y_{i} y_{i+1} \ldots y_{j}\right\rangle^{t+i}$ from $y_{i}$ to $y_{j}$ for $i<j$ where Action $\left(y_{k}\right) \neq$ StepUp for all $i<k \leq j$. This is irrespective of $y_{i}$ 's action.

Lemma 1 (Chain Decomposition). Every causation chain $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ can be decomposed into alternating adopting/discarding subchains, $Y=Y^{0} Y^{1} \ldots Y^{n}$, where the tail node of subchain $Y^{i}$ is the head node of subchain $Y^{i+1}$.

Proof. This can be trivially shown with a recursive construction. Starting with a causation chain $Y=\left\langle\begin{array}{llll}y_{0} & y_{1} & \ldots & y_{k}\end{array}\right\rangle^{t}$, we look at the last node $y_{k}$ and add it to the end of a new subchain $Y^{\prime}$. We construct either an adopting or a discarding subchain depending on $y_{k}$ 's action. If the action of $y_{k}$ is StepUp or StepSame, then $Y^{\prime}$ is an adopting subchain. We continue adding nodes $y_{i}$ to $Y^{\prime}$ starting from $i=k-1$ until we reach a node $y_{j}$ such that $j \leq i$ and its action is StepDown. At this point we start constructing a discarding subchain. We continue recursing until we reach $y_{0}$ which is added to the current subchain $Y^{\prime}$ regardless of its action.

This will serve as the basis for constructing our time-invariant causation fence structure. Figure 3.8 shows the alternating subchains of BAD GADGET.


Figure 3.8: Alternating subchains of BAD GADGET. Adopted/discarded paths are represented by solid/dotted arrows, respectively. Horizontal paths are more preferred than vertical paths.

The causation fence is a structure that distills the core elements (i.e., path changes) in a causation chain. In particular, it only concerns itself with the head and tail nodes of adopting/discarding subchains. The only paths that the causation fence concerns itself with are the adopted and discarded paths in the subchains.

Definition 20 (Causation Fence). A causation fence is formally defined by $F=(\mathcal{N}, \mathcal{R}, \mathcal{Q})$ where:

- $\mathcal{N}$ is the set of, not necessarily unique, $n$ pivot nodes such that $\mathcal{N}=\left\{u_{0}, \ldots, u_{n-1}\right\}$.
- $\mathcal{R}$ is the set of rim paths, where each $R_{i} \in \mathcal{R}$ is a path from $u_{i}$ to $u_{i-1}$.
- $\mathcal{Q}$ is the set of spoke paths, where each $Q_{i} \in \mathcal{Q}$ is a path from $u_{i}$ to destination $d$.
- Each node $u_{i}$ (except the first and last nodes) prefers a path through its rim and neighbor's spoke path over its own spoke path: $R_{i} Q_{i-1} \succ Q_{i}$.

The causation fence can be seen as an open-ended dispute wheel. A sample causation fence is shown in Figure 3.9. The first and last pivot nodes are missing their (potential) rim and (potential) spoke paths, respectively. The exact manner in which a causation fence manifests (i.e., the alternating adopting and discarding subchains property), is what will allow us to precisely infer the root cause of a causation cycle.


Figure 3.9: Causation fence.

Lemma 2 (Chain-Fence Relationship). Every causation chain $Y=\left\langle y_{0} \ldots y_{k}\right\rangle^{t}$ is equal to the concatenated rim paths $R_{1} \ldots R_{n-1}$ of a causation fence $F=(\mathcal{N}, \mathcal{R}, \mathcal{Q})$.

Proof. Using Lemma 1, we break up the causation chain $Y$ into $n$ causation subchains

$$
Y^{0}, Y^{1}, \ldots Y^{n-1}
$$

where each subchain $Y^{r}$ is of the form

$$
Y^{r}=\left\langle y_{0}^{r} \ldots y_{s}^{r}\right\rangle^{r}
$$

The first node $y_{0}$ in causation chain $Y$ and the end node $y_{s}^{r}$ of each subchain $Y^{r}$ are added as pivot nodes into the causation fence $F$. The rim paths of $F$ are the paths that connect each pair of pivot nodes, $u_{i}$ to $u_{i-1}$. There are two cases to consider. If the pivot nodes are part of an adopting subchain then the first pivot node $u_{i-1}$ is the head of the subchain. Pivot node $u_{i-1}$ makes a new path available that all subsequent nodes along the subchain including $u_{i}$ adopt. Thus, during the course of routing, once an adopting subchain is built, all nodes in the subchain are on the rim path that is being created. This rim path connects $u_{i}$ to $u_{i-1}$. A similar argument follows if the pivot nodes are part of a discarding subchain where all nodes in the subchain were on the rim path, connecting $u_{i}$ to $u_{i-1}$, that is being discarded. Note that the causation chain propagates in the opposite direction of the paths being created.

Figure $3 \cdot 10$ shows the causation fence induced by the causation chain in Figure 3.8.


Figure 3•10: Causation fence example.

### 3.2.5 Dispute Wheels

Griffin et al. introduced dispute wheels in [Griffin et al., 2002], where their existence is a necessary condition for an SPP instance to not have a stable assignment. A dispute wheel, as shown in Figure $3 \cdot 11$, represents a cyclical set of path preferences.


Figure 3•11: Dispute wheel.

Here we introduce proper dispute wheels where the rim paths form a simple cycle (i.e., no nodes are repeated other than the starting and ending node) and show that every dispute wheel must contain a proper wheel inside it.

Theorem 1. Every non-proper dispute wheel $W=(\mathcal{N}, \mathcal{R}, \mathcal{Q})$ contains within it a proper dispute wheel.

Proof. Assume $W$ is not proper, then there exists a non-pivot node $v$ such that $v \in R_{i}$ and $v \in R_{j}$, where $i<j$, as shown in Figure 3•12.

From $W$ a smaller dispute wheel $W^{\prime}=\left(\mathcal{N}^{\prime}, \mathcal{R}^{\prime}, \mathcal{Q}^{\prime}\right)$ can be constructed. There are two cases for this construction, depending on the path preferences of $v$ :


Figure 3•12: Non-proper dispute wheel. $P(a, b)$ is the subpath of $P$ starting with $a$ and ending with $b . P(a)$ is the subpath of $P$ starting with $a$.

1. $R_{j}(v) Q_{j-1} \succ R_{i}(v) Q_{i-1} . W^{\prime}$ is defined as:

$$
\begin{aligned}
N^{\prime} & =\left\{v, u_{j-1}, \ldots, u_{i}\right\} \\
R^{\prime} & =\left\{R_{j}(v), R_{j-1}, \ldots, R_{i+1}, R_{i}\left(u_{i}, v\right)\right\} \\
Q^{\prime} & =\left\{R_{i}(v) Q_{i-1}, Q_{j-1}, \ldots, Q_{i+1}, Q_{i}\right\}
\end{aligned}
$$

This results in the dispute wheel in Figure 3•13.


Figure 3-13: Smaller dispute wheel case 1.
2. $R_{j}(v) Q_{j-1} \preceq R_{i}(v) Q_{i-1} . W^{\prime}$ is defined as:

$$
\begin{aligned}
N^{\prime} & =\left\{u_{n-1}, \ldots, u_{j}, v, u_{i-1}, \ldots, u_{0}\right\} \\
R^{\prime} & =\left\{R_{n-1}, \ldots, R_{j}\left(u_{j}, v\right), R_{i}(v), R_{i-1}, \ldots, R_{0}\right\} \\
Q^{\prime} & =\left\{Q_{n-1}, \ldots, Q_{j}, R_{j}(v) Q_{j-1}, Q_{i-1}, \ldots, Q_{0}\right\}
\end{aligned}
$$

This results in the dispute wheel in Figure 3•14.


Figure 3-14: Smaller dispute wheel case 2.

Thus, every non-proper dispute wheel $W$ contains a smaller dispute wheel $W^{\prime}$. Either $W^{\prime}$ is proper or it also contains a smaller dispute wheel $W^{\prime \prime}$. Since this reasoning can only repeat a finite number of iterations, every non-proper dispute wheel $W$ contains a proper dispute wheel.

In the next section we prove that every cycle in a policy digraph represents a dispute wheel and vice versa.

### 3.2.6 Policy Digraphs

Policy digraphs simultaneously represent several DPR structures. In particular, we prove that causation chains and dispute wheels are represented as paths and cycles, respectively.

Definition 21 (Policy Digraph). A DPR instance is defined in terms of a time-varying graph $G=$ ( $V, E$ ) and a set of path preferences $\succ$. Given a DPR instance $D=(G, \succ)$, the policy digraph is denoted by $O(\succ)=\left(V^{\prime}, E^{\prime}\right)$ where each node $P \in V^{\prime}$ represents a realizable path in $\succ$ and is referred to as a pnode. Between each pair of pnodes $P$ and $Q$, there can be one of two edges:

- Subpath Edge. If $Q=\langle u P\rangle$ for some node $u$ in $G$, then $P$ has a subpath edge to $Q$.
- Policy Edge. If $P \succ Q$, then $P$ has a policy edge to $Q$.

To simplify the representation of a policy digraph $O(\succ)$, all pnodes in $O(\succ)$ that are paths originating from a single node $u \in V$ are represented by a single set of stacked boxes-a stacked pnode. Each pnode within a stacked pnode has an implicit policy edge to every pnode below it. A sample policy digraph can be seen in Figure 3.15.

It is important to note that each pnode must have an incoming subpath edge. The policy digraph in Figure 3.15 includes the destination node for our sample Bad Gadget instance. For simplicity, we omit the destination node from all our policy digraphs in the rest of this thesis.


Figure 3.15: Policy digraph of BAD Gadget including the destination node 0 .

Theorem 2 (Chains in Policy Digraphs). Every causation chain $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle$ of a DPR instance $D=(G, \succ)$ is a path in its corresponding policy digraph $O(\succ)$.

Proof. From Lemma 2, every causation chain is equal to the concatenated rim paths of a causation fence represented by: $F=\{\mathcal{N}, \mathcal{Q}, \mathcal{R}\}$. Each pivot node $u_{i}$ prefers a path through its rim and neighbor's spoke path over its own spoke path: $R_{i} Q_{i-1} \succ Q_{i}$. Thus, causation fence $F$ is a path in policy digraph $O$ as shown in Figure 3.16. This in turn implies that every causation chain $Y$ is a path in $O$.

Theorem 3 (Cycles in Policy Digraphs). Every dispute wheel $W=\{\mathcal{N}, \mathcal{Q}, \mathcal{R}\}$ of a DPR instance $D=(G, \succ)$ is a cycle in its corresponding policy digraph $O(\succ)$. Similarly, every cycle in $O(\succ)$ corresponds to a dispute wheel $W$.


Figure 3-16: Causation fences are paths in policy digraphs. The $*$ notation implies a series of subpath edges through pnodes.

Proof. This can be seen by drawing the policy and subpath edges for each pnode (i.e., realizable path) of $W$ in $O$, as shown in Figure 3•17. A sample cycle (and hence dispute wheel) could start and end at pnode $R_{0} Q_{n-1}$ as follows: $\left\langle R_{0} Q_{n-1} \quad Q_{0} \quad R_{1} Q_{0} \quad Q_{1} \ldots Q_{n-1} \quad R_{0} Q_{n-1}\right\rangle$


Figure 3-17: Dispute wheels are cycles in policy digraphs and vice versa.

Remark 3. Policy digraphs essentially complement the SPP framework and represent a novel structure for understanding and analyzing the dynamics of policy routing.

Definition 22 (Length of Policy Digraph). We define the length of a policy digraph:

$$
\text { Length }(O(\succ))
$$

to be the number of times subpath edges are traversed in the longest path (or walk) of $O(\succ)$ with repeating nodes (i.e., policy edges traversed in the walk are not accounted for in the length). This represents the longest possible causation chain. If $O(\succ)$ has a cycle, then Length $(O(\succ))=\infty$.

### 3.3 Dynamic Policy Routing Model with Time-Varying Path Preferences

### 3.3.1 Overview

In this section we outline the DPR model with time-varying path preferences that will be used in chapter 6 to derive the properties of safe (i.e., convergent) policy routing dynamics.

### 3.3.2 Basic Notation

Definition 23 (Path Preferences). At each time $t$, each node $u$ has a unique preference over paths originating at $u$. This dynamic ranking is represented by the $\succeq^{t}$ operator. If $u$ prefers $P^{u}$ over $Q^{u}$ at time $t$ then: $P^{u} \succeq^{t} Q^{u}$. If $u$ prefers $P^{u}$ over $Q^{u}$ for all $t$ then: $P^{u} \succeq Q^{u}$. Strict preference is defined by:

$$
P^{u} \succ^{t} Q^{u} \text { iff } P^{u} \succeq^{t} Q^{u} \text { and } Q^{u} \nsucceq^{t} P^{u}
$$

For all times $t$, for each node $u \in V, \succeq^{t}$ is a total order over $\mathcal{P}^{u} \cup\langle \rangle$. Thus each node $u$ has an ordered preference over all its paths to root. If two paths start with different nodes, then they have no preference relation. Forbidden paths $P$ are those ranked below the empty path for all times: $\rangle \succ P$. All paths with repeating nodes are forbidden.

Definition 24 (DPR Instance). A Dynamic Policy Routing (DPR) instance consists of a graph and a path preference $D=\left(\succeq^{t}, G\right)$.

Definition 25 (Best Paths). At each time index $t$, every node $u$ has a path to root, represented by $P^{u}=\pi(u, t)$. The available path choices of a node, via all possible neighbors $v$, are represented by Choices $(u, t)$ where:

$$
\operatorname{Choices}(u, t)=\langle \rangle \cup\left\{\langle u \pi(v, t)\rangle:(u, v)^{t} \in E\right\}
$$

The $\operatorname{Best}(u, t)$ notation represents the current best path for $u$ :

$$
\operatorname{Best}(u, t)=\max _{\succeq t} \operatorname{Choices}(u, t)
$$

The paths assigned to nodes at each time $t$ is their best path of the previous round. For all nodes $u \in V$ :

- $\pi(u, 0)=\langle \rangle$
- $\pi(u, t)=\operatorname{Best}(u, t-1)$

The path used by node $u$ at time $t, \pi(u, t)$, was its best path at time $t-1, \operatorname{Best}(u, t-1)$. This best path was determined using the ranking $\succeq^{t-1}$.
\(\left.$$
\begin{array}{lllll}\# & \text { Action }(u, t) & \text { Cause }(u, t) & \text { Condition } & \text { Explanation } \\
\hline 1 & \text { RankDec } & v=\rho(u, t) & \pi(u, t) \succ^{t} \pi(u, t+1) & \begin{array}{l}\text { Node } v \text { was the next hop of } u \text { 's chosen path at time } t . \\
\text { However, node } v \text { changed its path at time } t, \text { causing } \\
\\
\end{array}
$$ <br>

\& \& \& u to choose a less preferred path at time t+1 .\end{array}\right]\)| Node $v$ advertised a new path at time $t$, causing $u$ |
| :--- |
| to choose a more preferred path through $v$ at time |
| $t+1$. |

Table 3.2: Cases for action and causation.

### 3.3.3 Causation Chains and Cycles

Here we consider slightly different actions when constructing our causation chains and cycles. The cases for action and causation can be found in Table 3.2 where only the relative rankings of the current and new paths are considered, irrespective of the next-hop neighbor being used. Also, the path preferences here are time-varying.

A sample causation chain can be seen in Figure 3•18.


Figure 3-18: Causation chain $Y=\left\langle\begin{array}{ll}y_{0} & y_{1}\end{array} y_{2}\right\rangle^{t}$. A link failure between $y_{0}$ and root occurred at time $t$, causing $y_{0}$ to have no path to root at time $t+1$. This causes $y_{1}$ to switch to a less preferred path at time $t+2$, where Cause $\left(y_{1}, t+1\right)=y_{0}$ with causation condition 1 . This causes $y_{2}$ to switch to a more preferred path via $y_{1}$ at time $t+3$, where Cause $\left(y_{2}, t+2\right)=y_{1}$ with causation condition 2 .

Definition 26 (Simple and Non-Simple Causation Cycles). Given a causation chain of the form $\left\langle y_{0} y_{1} \ldots y_{k} y_{k+1}\right\rangle^{t}$, if $y_{0}=y_{k}$ then a causation cycle $\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ exists. If $y_{1} \neq y_{k+1}$, then the cycle is simple, otherwise the cycle is non-simple. The following causation chains contain simple and non-simple cycles:

$$
\left.\begin{array}{ll}
\text { Simple: } & \left\langle y_{0} y_{1}\right.
\end{array} y_{2} y_{0} y_{3}\right\rangle^{t},
$$

A sample causation cycle is shown in Figure 3•19.


Figure 3.19: Causation cycle $Y=\left\langle y_{0} y_{1} y_{2} y_{0}\right\rangle^{t}$. A link failure between $y_{0}$ and root occurred at time $t$, causing $y_{0}$ to have no path to root at time $t+1$. This causes $y_{1}$ to switch to a less preferred path at time $t+2$, where Cause $\left(y_{1}, t+1\right)=y_{0}$ with causation condition 1 . This causes $y_{2}$ to switch to a path through $y_{1}$ at time $t+3$, where Cause $\left(y_{2}, t+2\right)=y_{1}$ with causation condition 2 . The cycle is closed with $y_{0}$ switching to a path via $y_{2}$ at time $t+4$, where Cause $\left(y_{0}, t+3\right)=$ $y_{2}$ with causation condition 2. Note the existence of a separate causation chain $Y^{\prime}=\left\langle y_{0} y_{2}\right\rangle^{t}$ when $y_{2}$ switches to the empty path at time $t+2$ with causation condition 1.

### 3.4 Economic DPR Model

### 3.4.1 Overview

In this section we model the economic constraints that are typical of commercial relationships (or agreements) between ASes in the Internet [Gao and Rexford, 2001]. We refer to routing policy instances that adhere to the Gao-Rexford guidelines as safe and ones that do not adhere as potentially unsafe. The Gao-Rexford guidelines we consider are as follows:

1. Every node is customer, peer, or provider to its neighboring nodes. The commercial agreement (i.e., relationship) between any two nodes does not change over time.
2. Each node prefers a path through a customer over a path through a peer / provider and prefers a path through a peer over a path through a provider.
3. Each node provides transit service only to its customers. This is achieved by configuring the appropriate import / export policies for paths (i.e., which paths are advertised to which neighbors and which paths are accepted from which neighbors). The end result of these import / export policies is that all paths are valley-free. A valley-free path consists of zero
or more customer-to-provider links followed by an optional peering link followed by zero or more provider-to-customer links.
4. A node cannot be a provider to itself. There are no customer-provider cycles. Furthermore, a node cannot be both a (direct or indirect) provider and a (direct or indirect) peer to another node as shown in Figure 3.20.


Figure 3-20: Strict economic relationships where node $u$ cannot be an indirect provider and an indirect peer to node $z$. The crossed edge represents a peering edge that cannot exist in this configuration as it would make node $u$ both an indirect provider and peer to node $z$.

The restrictions of the economic model, in particular the types of relationships allowed between nodes, enable equivalence classes of peers as shown in Figure 3•21.


Figure 3.21: Equivalence classes of peers in economic DPR.

The economic constraints we consider are a stricter version of the Gao-Rexford guidelines which are sufficient to guarantee stability in a static graph. In particular, the Gao-Rexford guidelines have no restrictions on the relative ordering of peer and provider paths. Thus, the economic DPR model is also safe. We utilize economic DPR when considering safe policy routing instances that are guaranteed to converge. More specifically, we utilize it when we introduce economic RDMP in Chapter 4 and when we derive properties of safe policy routing dynamics in chapter 6.

### 3.4.2 Basic Notation

Definition 27 (Economic Operator). The economic relationship between nodes are described using the operator $\succeq_{\$}$. This operator is essential for reasoning about the economic relationships between nodes in both paths and causation chains. A strict economic relation is defined by:

$$
u \succ_{\Phi} v \text { iff } u \succeq_{\$} v \text { and } u \npreceq_{\Phi} v
$$

and an equivalence relation is defined by:

$$
u=_{\$} v \text { iff } u \succeq_{\$} v \text { and } u \preceq_{\$} v
$$

Economic relationships can be derived from the operator $\succeq_{\$}$ :

- If $u$ is a customer of $v$ then $u \prec_{\$} v$.
- If $u$ is a provider to $v$ then $u \succ_{\$} v$.
- If $u$ is a peer to $v$ then $u=\$ v$.

The properties of the economic operator $\succeq_{\$}$ can be modeled using pre-order conditions [Davey and Priestley, 2002]:

1. (reflexive) $x \succeq_{\$} x$
2. (transitive) $x \succeq_{\$} y$ and $y \succeq_{\$} z$ implies $x \succeq_{\$} z$

The following transitive relationships hold:

$$
\begin{aligned}
& x \succ_{\$} y \text { and } y \succeq_{\$} z \text { implies } x \succ_{\$} z \\
& x \succeq_{\S} y \text { and } y \succ_{\S} z \text { implies } x \succ_{\$} z
\end{aligned}
$$

Definition 28 (Customer, Peer, and Provider Paths). We define paths by the economic relationship between a path's starting node $u$ and its next-hop. For all paths $P^{u}$ :

$$
\begin{array}{rll}
\operatorname{Customer}\left(P^{u}\right) & \text { iff } & u \succ_{\$} \operatorname{NextHop}\left(P^{u}\right) \\
\operatorname{Peer}\left(P^{u}\right) & \text { iff } & u=_{\$} \operatorname{NextHop}\left(P^{u}\right) \\
\operatorname{Provider}\left(P^{u}\right) & \text { iff } & u \prec_{\$} \operatorname{NextHop}\left(P^{u}\right)
\end{array}
$$

Definition 29 (Valley). We define a valley to be a sequence of three distinct nodes $\langle a b c\rangle$ satisfying the condition:

$$
a \succeq_{\$} b \preceq_{\$} c
$$

The four types of valleys can be seen in Figure 3.22. Every valley-free sequence is a series of zero or more ascending customer-to-provider relationships, followed by an optional peer relationship, followed by a series of zero or more descending provider-to-customer relationships.


Figure 3.22: Valleys

Definition 30 (Economic DPR Instances). An economic DPR instance $\left(\succeq_{\$}, \succeq^{t}, G\right)$ satisfies the following conditions:

1. All paths which have a valley are forbidden (i.e., are not realizable).
2. Customer paths are always preferred over peer/provider paths and peer paths are always preferred over provider paths. Thus given paths $P_{1}^{u}$ and $P_{2}^{u}$ :

$$
\begin{array}{ll}
\operatorname{Customer}\left(P_{1}^{u}\right) \text { and not } \operatorname{Customer}\left(P_{2}^{u}\right) & \Rightarrow \quad P_{1}^{u} \succ P_{2}^{u} \\
\operatorname{Peer}\left(P_{1}^{u}\right) \text { and } \operatorname{Provider}\left(P_{2}^{u}\right) & \Rightarrow \quad P_{1}^{u} \succ P_{2}^{u}
\end{array}
$$

## Chapter 4

## Minimizing Policy Routing Dynamics

### 4.1 Overview

In this chapter we formulate the Routing Dynamics Minimization Problem (RDMP) and show its complexity class both in the general case and under certain restrictions. The formal proofs can also be found in [Mattar et al., a, Mattar et al., 2010a]. We focus first on motivating the problem and on presenting the main intuition behind our results.

RDMP utilizes policy digraphs, a time-invariant structure which captures how routing update messages can propagate in the network, to solve a graph optimization problem. This optimization problem minimizes the longest possible sequence of routing update messages in a dynamic network by changing the path preferences of nodes. The minimization of the longest possible sequence is only one possible optimization goal that represents a simple min-max optimization. The correspondence between the length of the longest sequence and the occurrence of a dispute wheel (or policy conflict) is of particular interest to us and partly motivated this choice. If the longest possible sequence has infinite length, it implies that a dispute wheel (or policy conflict) exists. Hence, if the optimization produces an RDMP instance whose length is finite, it implies that the routing instance is safe (i.e., convergent). This allows us to explore the correspondence between the length of causation chains in an RDMP instance and the safety of the selected path preferences across nodes.

Consider the policy digraph of BAD GADGET in Figure 3.6. Consider the hypothetical toy example where the path preferences of exactly two nodes in BAD GADGET must be swapped. The resulting possible policy digraphs are outlined in Figure $4 \cdot 1$. The optimal solution $B$, where the length of the longest causation chain (i.e., path) is minimized, is obtained by swapping the path


Figure 4-1: All possible policy digraphs where the path preferences of exactly two nodes are swapped. The bolded nodes represent the ones that performed a swap in their path preferences. The dashed arrows represent the subpath edges that are on the longest walk in the policy digraph. The optimal solution is $B$ where nodes 1 and 3 swapped their path preferences and the length of the policy digraph is 2 . The lengths of $E$ and $F$ are infinite since they have cycles.
preferences of nodes 1 and 3. We show that finding a policy configuration which minimizes the length (i.e., the size of the longest walk with possibly repeated nodes) of the policy digraph is

## NP-Hard.

Even though RDMP as described in this thesis requires a centralized solver which cannot be easily realized in practice, we view RDMP as a complement to SPP. While SPP is concerned with the stable assignment of paths irrespective of the resulting routing dynamics, RDMP is concerned with optimizing the routing dynamics (by changing the path preferences) irrespective of the paths assigned. By routing dynamics we mean the lengths of the causation chains which capture the propagation of path changes across nodes in the network. If the routing dynamics in RDMP are optimized in such a way that the length of all causation chains (i.e., paths) in the policy digraph are finite, then the policy routing instance is stable and all propagations of path changes are bounded (i.e., a stable unique path assignment exists as proved in [Griffin et al., 2002]). We envision that the formulation of RDMP will allow us to explore problems where the dynamics of policy routing
can be examined. In particular, an immediate extension involves deriving policy guidelines that limit the control overhead due to the propagation of path changes in the network. Alternatively, one may develop distributed protocols that exchange diagnostic information to explicitly minimize (or reduce) the routing dynamics by having nodes dynamically adapt their routing policies. Such control-plane optimizations to reduce the overhead of routing dynamics (or the propagation of route updates) could also serve as the basis for performing better traffic engineering. In particular, the routing policies can be adapted to not only minimize the routing dynamics but may incorporate other traffic engineering objectives to increase the predictability of traffic loads and aid operators in capacity planning / dimensioning of their network [Feamster and Rexford, 2007, Quoitin et al., 2005, Uhlig and Bonaventure, 2004].

We also consider more realistic restrictions on RDMP. In particular, we consider the case where nodes abide by the Gao-Rexford guidelines that guarantee safety (i.e., convergence). We show that finding a policy configuration which minimizes the length of the policy digraph when nodes abide by the Gao-Rexford guidelines can be solved in polynomial time. This result provides insight into possible approaches for developing distributed protocols to minimize the dynamics of policy routing in the Internet today. Such solutions, however, are outside the scope of this thesis.

While RDMP, as described here, minimizes the length of the longest path in the policy digraph, many other optimizations are possible such as the (weighted) average or median path length, the number of cycles in the graph, etc. Nodes in the policy digraph (representing paths) could also be labelled with weights to capture many possible metrics such as traffic load, relative path preference, probability of using that path, etc. This thesis focuses on formalizing an unlabelled policy digraph and on minimizing the length of the longest path (i.e., a standard min-max optimization problem). Solving particular RDMP instances with other primary objectives (e.g., traffic engineering requirements) is outside the scope of this thesis.

The rest of this chapter is organized as follows. Section 4.2 formalizes RDMP and proves it is NP-Hard. Section 4.3 formalizes Economic RDMP (i.e., RDMP instances that abide by the Gao-Rexford guidelines) and proves that it can be solved in polynomial time.

### 4.2 Routing Dynamics Minimization Problem

In this section we formalize the Routing Dynamics Minimization Problem (RDMP). RDMP is an optimization problem-its goal is to change the path preferences of a subset of nodes to minimize the worst case routing dynamics regardless of changes to the underlying topology (e.g., link failures). While SPP is concerned with the stable assignment of paths irrespective of the resulting routing dynamics, RDMP is concerned with minimizing the routing dynamics (by changing the path preferences) irrespective of which paths are assigned.

### 4.2.1 Formal Definition

Let a set of nodes in a network be denoted by $V$. Let $\Omega$ be a set of path preferences for this set of nodes $V$. In other words, each $\succ \in \Omega$ represents the path preferences across every node $v \in V$. Each path preference $\succ \in \Omega$ has a corresponding policy digraph $O(\succ)$, representing all possible causation chains over the set of nodes $V$. The set $\Omega$ reflects the degree of flexibility in changing the nodes' preferences. An example $\Omega$ is where only the path preferences of a single node $v \in V$ can be changed and the path preferences of all other nodes are fixed. RDMP is thus formally defined by $(V, \Omega)$. The goal of RDMP is to find the path preferences $\succ^{*} \in \Omega$ which will minimize the worst case routing dynamics represented by the policy digraph:

$$
\succ^{*}=\arg \min _{\succ \in \Omega} \text { Length }(O(\succ))
$$

Note that Length $(O(\succ))$ represents the length of the longest path (i.e., causation chain) in $O(\succ)$. Thus RDMP represents a framework to tailor preferences of nodes in a network to minimize the worst case routing dynamics regardless of underlying time-varying topology.

### 4.2.2 Sample Instance

RDMP formalizes the example in Figure 4.1 where exactly two nodes must swap their path preferences. In that example, $|\Omega|=6$ which each $\succ \in \Omega$ resulting in a particular policy digraph. The solution to this problem is configuration $B$ where Length $\left(O\left(\succ^{*}\right)\right)=2$. In general $\Omega$ can be used to formalize other conditions (or restrictions) on the path preferences of nodes. For example, $\Omega$
can be used to encode popular constraints such as the Gao-Rexford conditions [Gao and Rexford, 2001] where AS path preferences abide by the commercial / economic agreements.

### 4.2.3 Complexity

## Theorem 4. RDMP is NP-Hard.

Proof. The RDMP problem is given by a set of nodes in a network $V$ and an allowable set of path preferences $\Omega$ across all the nodes $v \in V:(V, \Omega)$.

## Overview of reduction from MAXS AT:

To prove that RDMP is NP-Hard, a reduction from MaxSat is required. The MaxSat problem consists of a set of variables $\mathcal{X}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and a collection of clauses $\mathcal{C}=$ $\left\{C_{1}, C_{2}, \ldots, C_{m}\right\}$, consisting of disjunctions of three literals (a literal $X$ is a variable $x$ or its negation $\bar{x}$ ). The goal of MAXS AT is to determine a truth assignment in $\mathcal{X}$ which maximizes the number of satisfied clauses. The MaxSat problem is known to be NP-Hard. Without loss in generality we assume that each clause $C$ consists of literals corresponding to exactly three variables.

An example of the MaxSat problem with three clauses and three literals is as follows:

$$
\begin{aligned}
& C_{1}=X_{1} \cup X_{2} \cup \bar{X}_{3} \\
& C_{2}=\bar{X}_{1} \cup \bar{X}_{2} \cup X_{3} \\
& C_{3}=X_{1} \cup X_{2} \cup X_{3}
\end{aligned}
$$

An assignment $\mathcal{X}=\left\{x_{1}, x_{2}, x_{3}\right\}=\{1,0,0\}$ results in all three clauses being satisfied.
Given an algorithm $A$ which solves the RDMP problem, there is a polynomial time algorithm $B$ which uses A to solve MAxSat. This reduction implies that RDMP is NP-Hard.

We can assume that algorithm $A$ receives as input a set of nodes $V$ and a set of path preferences $\Omega$. Algorithm $A$ then returns path preferences $\succ^{*} \in \Omega$ whose corresponding policy digraph has a minimal length. Algorithm $B$ takes as input an instance $I$ of MaxSAT and constructs a set of nodes $V$ and a set of path preferences $\Omega$. Algorithm $B$ then utilizes $A$ to return the optimal path preferences $\succ^{*} \in \Omega$ which can then be converted to a solution to the instance $I$ of MAxSat.

Algorithm $B$ will construct a series of "structures" dependent on the input $I$. Each structure represents one or more nodes in the set $V$ that will be sent to algorithm $A$. Each structure also represents the path preferences for those particular nodes. Thus for each node $v \in V$ represented by a structure, a set of path preferences $\Omega_{v}$ is defined. Algorithm $B$ constructs multiple interconnected structures to create a final "gadget". This gadget is converted into a resultant set of path preferences $\Omega$ which represents the permutation of all possible path preferences $\Omega_{v}$ across the nodes in $V$. Finally, algorithm $A$ is used to solve the RDMP problem on the input tuple $(V, \Omega)$. This output
from algorithm $A$ is used to obtain a solution to the instance $I$ of MAxSAt. First we must define the set of required structures. Instead of describing the preferences $\Omega_{v}$ directly, we describe the resultant set of policy digraphs.

## Continuation structure:

The continuation structure shown in Figure 4.2 has 2 input links and 2 output links where any input link can be connected to any output link. In other words, input link $e_{1}$ can be connected to output links $e_{3}$ or $e_{4}$. While the example shows two input links and two output links, in general the continuation structure can have $m$ input links and $k$ output links.

The continuation structure maps to a single policy digraph. In particular it represents a single network node $n$ that has fixed path preferences where $\left|\Omega_{n}\right|=1$. The policy digraph is a single stacked pnode $n$. For example the connection $e_{1}$ to $e_{3}$ in the continuation structure is mapped to a causation chain from subpath edge $e_{1}$ to subpath edge $e_{3}$. This is possible because the policy digraph has implicit policy edges from each pnode to the one below it within a stacked pnode. In general there are causation chains from subpath edges $e_{1}$ or $e_{2}$ to subpath edges $e_{3}$ or $e_{4}$. The continuation structure will be used in the construction of the overall gadget to obtain a solution to the instance $I$ of MaxSat as we will see.


Figure 4.2: Continuation structure and its resulting policy digraph.

## Switch structure:

The switch structure is outlined in Figure 4•3. This structure maps to a single network node $n$. Node $n$ has four available paths and two available path preferences, with $\left|\Omega_{n}\right|=2$. For the first path preference $\succ_{1} \in \Omega_{n}$, there is a path from subpath edge $e_{1}$ to subpath edge $e_{3}$ in its policy digraph. Similarly, for the second path preference $\succ_{2} \in \Omega_{n}$, there is a path from subpath edge $e_{2}$ to subpath edge $e_{4}$. If algorithm $A$ returns a solution containing policy preference $\succ_{1}$, then we say $A$ chooses to connect structure links $e_{1}$ to $e_{3}$ of the switch. Similarly for the choice of $\succ_{2}$ it represents a connection between $e_{2}$ and $e_{4}$.

## Variable structure:



Figure 4.3: Switch structure and its resulting policy digraph for each $\succ \in \Omega$.

For each variable $X \in \mathcal{X}$ of the MAXSAT instance $I$, algorithm $B$ creates a variable structure, shown in Figure 4.4. This structure is composed of three continuation structures and a switch. If $A$ connects link $e_{1}$ to link $T$ we say that $A$ sets the variable $X$ to True. Otherwise if $A$ connects link $e_{1}$ to link $\bar{F}$ we say that $A$ sets the variable $X$ to false. If the input instance $I$ of MaxSat has $k$ variables, then exactly $k$ variable structures will be created.


Figure 4.4: Variable structure.

## Literal structure:

Each clause $C$ consists of literals corresponding to three variables. For example $C=X \cup \bar{Y} \cup \bar{Z}$ contains three literals: one positive, $X$, and two negative, $\bar{Y}$ and $\bar{Z}$. For each literal $X$ or $\bar{X}$ in a clause, $B$ constructs a literal structure consisting of a single switch for the literal $X$ that is connected to the corresponding variable structure $x$ as shown in Figure 4.5 for a positive literal.

We say positive literal structures are satisfied if $A$ assigns the variable structure to be TRUE. We say negative literal structures are satisfied if $A$ assigns the variable structure to be FALSE. If a literal structure is satisfied, then we can safely assume $A$ will choose not to connect $e_{1}$ to $e_{2}$. This is because in the construction of our overall gadget later on we will ensure that the causation chain leading up to $e_{1}$ will be large enough to discourage $A$ from making such a choice. If a literal structure is not satisfied, we can assume $A$ will connect $e_{1}$ to $e_{2}$ to avoid creating a cycle. For


Figure 4.5: Literal structure for a positive literal. The variable structure $x$ is on the left while the switch structure $X$ is on the right. A negative literal structure would connect to the $T$ link of the variable structure.
example if the literal structure in Figure 4.5 is not satisfied then the variable $x$ will be assigned FALSE. If $e_{1}$ is not connected to $e_{2}$ there would be a cycle (i.e., a path of infinite length). Hence, $A$ will avoid the cycle (in an attempt to minimize the length of the policy digraph) by connecting $e_{1}$ to $e_{2}$.

## Clause structure:

For each clause $C \in \mathcal{C}$ algorithm $B$ constructs a clause structure consisting of three literal structures as shown in Figure $4 \cdot 6$. We say $A$ satisfies a clause structure if and only if it satisfies at least one literal structure. It follows that if a clause is satisfied there is no connection between $e_{1}$ and $e_{2}$. If a clause is not satisfied then there is a connection between $e_{1}$ and $e_{2}$. This follows directly from the definition of a literal structure. If the input instance $I$ of MAXS At has $m$ clauses, then exactly $m$ clause structures will be created.


Figure 4.6: Clause structure corresponding to the clause $C=X \cup \bar{Y} \cup \bar{Z}$.

## Overall gadget to solve MAXSAT:

All the links between the clause structures are connected together as shown in Figure 4.7. The boxes represent a path of pnodes of some length $\mathbf{L}$. The length $\mathbf{L}$ is large enough to force the longest possible path (i.e., causation chain) to contain such a box. Each clause structure that is satisfied implies there is no connection between $e_{1}$ and $e_{2}$ (as shown in Figure 4.6). Thus the longest path will not traverse the box and the clause structure associated with it. Instead the longest path will will traverse the continuation structures at the top. For every clause structure that is not satisfied, the length of the longest path will increase by $\mathbf{L}$ as it includes the box. The size of the longest possible path is equal to $s L+\epsilon$, where $s$ is the number of unsatisfied clause structures and $\epsilon$ is a term not dependent on $L$. Thus for large enough $L, \epsilon$ can be made irrelevant to $A$ 's solution. Since algorithm $A$ chooses path preferences that minimize the length of the longest possible path in the policy digraph, $(s L+\epsilon)$, this is equivalent to $A$ satisfying the largest number of clause structures in the gadget. Hence algorithm $B$ can use algorithm $A$ to maximize the number of satisfied clauses. This implies that RDMP is NP-Hard.


Figure 4.7: Gadget to solve MAXSAT.

### 4.3 Classes of RDMP

We have defined the overall space of RDMP instances and have shown the complexity of RDMP to be NP-Hard. One may, however, put more realistic restrictions to focus on particular RDMP instances that may provide insight into the structure of policy routing dynamics in the Internet today. In particular, a visual representation of a few sample classes of RDMP instances are outlined in Figure 4.8.

One may consider RDMP instances that are cycle-free. By cycle-free we mean RDMP instances defined by $\Omega$ where every possible policy digraph, $O(\succ)$, for every $\succ \in \Omega$ has finite length.


Figure 4.8: The space of RDMP instances.

This essentially implies that $O(\succ)$ for any random $\succ \in \Omega$ contains no cycles between pnodes. An example of a finite length policy digraph is shown in Figure 4.9 (Left) and an example of an infinite length policy digraph is shown in Figure 4.9 (Right).


Figure 4.9: A policy digraph consisting of two stacked pnodes with a finite length of 2 (Left) and a policy digraph consisting of two stacked pnodes with infinite length (Right).

One may also consider instances where the restrictions on allowable path preferences abide by the Gao-Rexford guidelines [Gao and Rexford, 2001]. The Gao-Rexford guidelines consider the commercial / economic relationships between ASes to restrict the path preferences of nodes in such a way as to guarantee safety. One particular guideline, for example, is that ASes must
prefer customer paths over peer / provider paths. RDMP instances that follow the Gao-Rexford guidelines must also be cycle-free. Otherwise there exists a path preference $\succ \in \Omega$ that follows the Gao-Rexford guidelines but still contains a dispute wheel which would contradict the safety of the guidelines as proved in [Gao and Rexford, 2001].

### 4.3.1 Simple RDMP

RDMP instances without cycles guarantee routing safety for any solution. We are interested in further classifying RDMP instances by the level of constraints on the nodes. For example, the RDMP instance in Figure $4 \cdot 1$ describes a constraint where exactly two nodes in the network must swap their preferences. We define Flexible RDMP instances to have no constraints, where each node can freely choose to swap its non-forbidden paths independently.

Definition 31 (Flexible RDMP). An RDMP instance $(V, \Omega)$ is flexible if there is a set of allowable paths $\mathcal{P}$ and $\Omega$ represents every possible ordering of $\mathcal{P}$. This implies that all non-forbidden paths within every stacked pnode are interchangeable.

Definition 32 (Simple RDMP). An RDMP instance $(V, \Omega)$ is simple if it is flexible and cycle-free. Thus, the policy digraphs, $O(\succ)$, of every preference $\succ \in \Omega$ have finite length.

If an RDMP instance is simple, every node is flexible to change its policies and no cycles exist. Thus all simple RDMP instance represent safe policy routing dynamics (i.e., instances that do not contain cycles or dispute wheels). Instances that are dispute wheel free represent easy instances of the Stable Path Problem, in that there is a single unique stable path assignment. Such instances are interesting as they represent the type of dynamics that we strive for: safe dynamics that converge. All simple RDMP instances are flexible, implying that there are no inter and intra node constraints to hinder the minimization of the routing dynamics.

The complexity of this class of problems are of particular interest as they constitute the simplest class of routing dynamics against which comparisons can be made. We show that minimizing the dynamics of simple RDMP instances can be done in polynomial time.

Theorem 5. Let $\succ^{*}$ be a solution to a simple RDMP instance $(V, \Omega)$. Then there exists a longest causation chain of the policy graph $O\left(\succ^{*}\right)$ that consists only of subpath edges.

Proof. Assume not. Let $\mathcal{Y}$ be the set of longest causation chains of $O\left(\succ^{*}\right)$. Based on the assumption, every causation chain $Y \in \mathcal{Y}$ must have at least one policy edge. We choose $Y \in \mathcal{Y}$ such that the number of subpath edges before its first policy edge is maximized over $\mathcal{Y}$. Let $n$ represent the stacked pnode through which the first policy edge of $Y$ traverses, as shown in Figure 4•10. Causation chain $Y$ traverses stacked pnode $n$ from subpath edge $a$ to subpath edge $d$ via one (or more) policy edges.


Figure 4-10: The stacked pnode $n$ through which the longest causation chain $Y$ traverses. Links $a$ and $b$ are incoming subpath edges, while links $c$ and $d$ are outgoing subpath edges. Causation chain $Y$ traverses stacked pnode $n$ from subpath edge $a$ to subpath edge $d$.

Let $L_{a}$ and $L_{b}$ represent the lengths of the longest incoming causation chains via subpath edges $a$ and $b$, respectively. Similarly, let $L_{c}$ and $L_{d}$ represent the lengths of the longest outgoing causation chains via subpath edges $c$ and $d$, respectively. For causation chain $Y$ to be the longest causation chain traversing stacked pnode $n$, the following inequalities must hold:

$$
\begin{aligned}
& L_{a}+L_{c} \leq L_{a}+L_{d} \\
& L_{b}+L_{d} \leq L_{a}+L_{d}
\end{aligned}
$$

Therefore $L_{c} \leq L_{d}$ and $L_{b} \leq L_{a}$. Furthermore it must be that $L_{c}<L_{d}$. Otherwise if $L_{c}=L_{d}$, then there is a maximum causation chain $Y^{\prime} \in \mathcal{Y}$ that uses subpath edges $a$ and $c$ such that its first policy edge occurs at a later stacked pnode. This contradicts the assumption that $Y$ contains the maximum number of subpath edges before the first policy edge is traversed.

Since $\Omega$ is simple, there exists another preference $\succ^{\prime} \in \Omega$ identical to $Y$ but with the paths of the stacked pnode $n$ swapped as shown in Figure 4•11. This creates a maximum causation chain of length $L_{b}+L_{c}<L_{a}+L_{d}$. Thus $\succ^{*}$ is not optimal as the length of the longest causation chain was reduced. This causes a contradiction and completes the proof.

Theorem 6. Simple RDMP instances can be solved in polynomial time.
Proof. Let $\Omega$ be a simple RDMP instance for nodes $V$ of a network. We describe a polynomial time algorithm to find a preference $\succ^{*} \in \Omega$ whose resulting policy digraph $O\left(\succ^{*}\right)$ has minimized length.


Figure 4-11: The stacked pnode $n$ after pnodes $p_{1}$ and $p_{2}$ are flipped. Links $a$ and $b$ are incoming subpath edges, while links $c$ and $d$ are outgoing subpath edges. The longest causation chain $Y$ of length $\left(L_{a}+L_{d}\right)$ no longer exists.

We start with a random preference $\succ \in \Omega$ and compute its corresponding policy digraph $O(\succ)$, as well as its longest causation chain $Y^{*}$. This can be done in polynomial time since $O(\succ)$ has no cycles. If $Y^{*}$ consists solely of subpath edges then the algorithm stops and outputs $\succ$. This is an optimal solution based on the result of Theorem 5.

Otherwise we select a stacked pnode $n \in O(\succ)$ at which a policy edge of $Y$ is traversed. This policy edge is from pnode $p_{1}$ to policy edge $p_{2}$. We perform a preference swap of pnodes $p_{1}$ and $p_{2}$ in $n$ which $Y^{*}$ traverses. This new policy graph has a corresponding preference $\succ^{\prime} \in \Omega$ since the RDMP instance is simple. An example is shown in Figure 4.11 where pnodes $p_{1}$ and $p_{2}$ are swapped. The longest causation chain $Y^{*}$ of length $L_{a}+L_{d}$ no longer exists since the swapping operation removes the policy edge between subpath edge $a$ and subpath edge $d$. While it does create a new causation chain of length $L_{b}+L_{c}$, we know that $L_{b}+L_{c}<L_{a}+L_{d}$. Furthermore this swapping operation does not create any new causation chains of length $L_{a}+L_{d}$.

This operation will occur only $O\left(m^{3}\right)$ times, where $m$ is the number of nodes in $V$. This is because after the swap occurs, nodes $p_{1}$ and $p_{2}$ will not be swapped again for a causation chain of length $L_{a}+L_{d}$. Thus nodes $p_{1}$ and $p_{2}$ will be swapped once for every maximal causation chain length $L_{a}+L_{d}$. So $p_{1}$ and $p_{2}$ will be swapped at most $m$ times, since $L_{a}+L_{d} \leq m$. There are $O\left(m^{2}\right)$ pairs of pnodes, hence the swapping operation will occur only $O\left(m^{3}\right)$ times. Thus there is a polynomial time algorithm which always returns an optimal solution to a simple RDMP instance.

### 4.3.2 Economic RDMP

Next we consider RDMP instances that abide by the Gao-Rexford guidelines that guarantee safety [Gao and Rexford, 2001].

Definition 33 (Economic RDMP). An RDMP instance $\left(V, \Omega, \succeq_{\S}\right)$ is economic if there is a set of allowable valley-free paths $\mathcal{P}$ and $\Omega$ represents every possible ordering of $\mathcal{P}$ consistent with the Gao Rexford guidelines and the economic relationships of $\succeq_{\$}$.

Theorem 7. Let $\succ^{*}$ be a solution to an Economic RDMP instance ( $V, \Omega, \succeq_{\$}$ ). Then there exists
a longest causation chain of the policy digraph $O\left(\succ^{*}\right)$ that consists only of subpath edges and policy edges between pnodes representing paths of different types based on $\succeq_{\$}$.

Proof. This proof proceeds in a similar fashion to the proof in Theorem 5.
Assume not. Let $\mathcal{Y}$ be the set of longest causation chains of $O\left(\succ^{*}\right)$. Based on the assumption, every causation chain $Y \in \mathcal{Y}$ now has at least one policy edge between pnodes representing paths of the same type based on $\succeq_{\$}$. We again choose $Y \in \mathcal{Y}$ such that the number of subpath edges before this first policy edge is maximized over $\mathcal{Y}$. Causation chain $Y$ must have a policy edge traversing at least one stacked pnode $n$ as shown in Figure $4 \cdot 12$. The pnodes within the stacked pnode $n$ represent paths of three distinct types: customer, provider and peer paths. In general there are two types of policy edges: policy edges between pnodes representing paths of the same type and policy edges between pnodes representing paths of different types. The policy edges we are considering here must be between pnodes representing paths of the same type. In Figure $4 \cdot 12$ the longest causation chain $Y$ traverses stacked pnode $n$ from subpath edge $a$ to subpath edge $d$ via a policy edge between two pnodes representing customer paths. Note that this is the first occurrence of this type of policy edge in $Y$.


Figure 4-12: The stacked pnode $v$ through which the longest causation chain $Y$ traverses. Links $a$ and $b$ are incoming subpath edges, while links $c$ and $d$ are outgoing subpath edges. Causation chain $Y$ traverses pnode $v$ from subpath edge $a$ to subpath edge $d$.

Using an argument similar to the one in Theorem 5, the same inequalities hold and there exists another preference $\succ^{\prime} \in \Omega$ that is identical to $Y$ but with the paths of the stacked pnode $v$ swapped as shown in Figure 4•13. This creates a causation chain of length $L_{b}+L_{c}<L_{d}+L_{a}$. Thus $\succ^{*}$ is not optimal, causing a contradiction. Note that the swapped pnodes represent paths of the same type and hence can be swapped. Thus, all causation chains containing policy edges between pnodes representing paths of the same type can be eliminated. This only leaves causation chains consisting of subpath edges and policy edges between pnodes representing paths of different types.

Note that pnodes representing paths of different types cannot be swapped as such a swap would violate the Gao-Rexford guidelines since all customer paths must be preferred over peer paths and all peer paths must be preferred over provider paths.


Figure 4.13: The stacked pnode $v$ where two pnodes representing customer paths are swapped thus eliminating the longest causation chain $Y$. Links $a$ and $b$ are incoming subpath edges, while links $c$ and $d$ are outgoing subpath edges.

Theorem 8. Economic RDMP instances can be solved in polynomial time.
Proof. The proof is identical to the one presented for Theorem 6. The only difference is that path preference swaps can only occur between pnodes that represent paths of the same type in order to abide by the Gao-Rexford guidelines. Hence the only difference is with a node's flexibility in setting its routing policies.

## Chapter 5

## Detecting Policy Conflicts

### 5.1 Overview

In this chapter we derive all the required theoretical results to develop our detector for policy conflicts. We also provide pseudocode for SAFETYPULSE—our token-based distributed algorithm for detecting policy conflicts in any dynamic network. SAFETYPULSE diagnoses and monitors the health of the network by detecting policy conflicts that could potentially lead to unbounded routing dynamics (i.e., protocol divergence) in realtime. The formal proofs and algorithm specification can be found in [Mattar et al., b, Mattar et al., 2010b]. We focus here on motivating the problem and on presenting the main intuition behind our results.

Detecting policy conflicts has been a long-standing problem in policy routing [Varadhan et al., 1996]. Policy conflicts induce unhealthy (and unnecessary) routing dynamics that should (and could) be avoided or eliminated. The existence of policy conflicts indicates that routers may not be able to agree on any stable path assignment and BGP could potentially be divergent (i.e., could lead to potentially unbounded routing dynamics). Such routing oscillations are hard to diagnose in realtime as path changes do occur in the network and it is often hard to classify a route flap as a result of transient routing dynamics or a persistent policy conflict. This is especially true if the conflict is among many nodes in the network that are distributed geographically and are managed by many independent entities. This reduces QoS predictability, increases delay variability, causes service disruption, and increases packet loss [Labovitz et al., 2000].

We utilize causation fences, a time-invariant structure which under certain conditions represents a dispute wheel, to prove that any cycle of route updates where a node ends up with a more preferred path must be due to a policy conflict. Otherwise, we prove that the cycle must be due to
a transient route flap.
Our theoretical results are outlined in Figure $5 \cdot 1$. We utilize these theoretical results to develop SAFETYPULSE-our token-based distributed algorithm that is both provably correct (as SPVP [Griffin and Wilfong, 2000]) and computationally efficient (as some of the light-weight heuristic approaches [Yilmaz and Matta, 2007, Cobb and Musunuri, 2004]). In particular, we identify the root cause of a causation cycle as either a transient route flap or a policy conflict. SAFETYPULSE has several characteristics, namely, it is computationally efficient (a constant factor reduction in message size and number of messages when compared to SPVP), provably correct, and backwards compatible. More specifically in terms of efficiency, SAFETYPULSE requires each node to append only 2 bits alongside each message update. Thus, for an $n$-node causation chain, an overhead of $2 n$ bits is incurred, compared to $x n$ bits in SPVP where $x \gg 2$ represents the number of bits required to encode the history information that needs to be appended by each node. Also, SAFETYPULSE reduces the number of messages required to detect a policy conflict by at least a factor of 2 as we will see.


Figure 5•1: Overview of the theoretical results underlying our conflict detection algorithm.

One could also visualize our conflict detection algorithm using policy digraphs. Consider the following sample walk in the policy digraph of BAD GADGET in Figure 3•6:

$$
\langle 20\rangle\langle 320\rangle\langle 30\rangle\langle 430\rangle\langle 1430\rangle\langle 10\rangle\langle 210\rangle\langle 20\rangle
$$

It is easy to see that if a node is involved in a cycle of route updates such that it ends up with a more preferred path, then a policy conflict exists. In the sample walk above, node 2 initially had path $\langle 20\rangle$ but ended up with path $\langle 210\rangle$. Clearly the cycle can repeat indefinitely as the walk can go down the ladder at node 2 and follow the same sequence of nodes again.

Our policy digraphs also provide intuition into the operation of existing solutions that pass diagnostic information alongside route updates. In particular, they provide insight into how the diagnostic information should be encoded. For example, SPVP [Griffin and Wilfong, 2000] exchanges extended path histories to detect policy conflicts. The existence of a policy conflict is inferred when a node adopts and discards the same path in a cycle of routing update messages. To detect the cycle from our sample walk, SPVP encodes the exchanged path histories as:

$$
\begin{aligned}
& \langle+20\rangle\langle+320\rangle\langle-430\rangle\langle-1430\rangle\langle+210\rangle\langle-320\rangle \\
& \langle+430\rangle\langle+1430\rangle\langle-210\rangle
\end{aligned}
$$

In SPVP, any node that switches between two paths always appends the more preferred path. When a switch to a more preferred path is made, $a+$ is appended. Conversely, when a switch to a less preferred path is made, a - is appended. To detect a policy conflict, SPVP needs one cycle of updates to adopt path $\langle 210\rangle$ and another cycle to discard it as we can see from our sample walk.

SAFETYPULSE, our token-based distributed algorithm, leverages our theoretical results to construct the most generalized detector for policy conflicts. It is the most generalized detector because a node does not need to flap on the same path two (or more) times for a conflict to be detected as in SPVP [Griffin and Wilfong, 2000]. Instead, if a node is triggered twice by a cycle of route updates, checking if the node ended up with a more preferred path is sufficient. This is irrespective of how the underlying topology changes over time. To compare the rankings of the paths involved in the cycle, SafetyPulse requires each node to know which one of its paths is part of (or is involved in) the cycle of route updates propagating in the network. Such is the type of information that must be encoded in SafetyPulse's token.

One could also use policy digraphs to synthetically construct policy routing instances with more complex routing dynamics. Consider a walk in Figure 5.2 that starts when path $a_{1}$ is adopted.

The adoption of path $a_{1}$ triggers a cycle of updates that makes path $a_{2}$ available and in turn causes it to get adopted. Since nodes $A, B$ and $C$ are involved in a policy conflict, path $a_{2}$ will get withdrawn after another cycle of updates between nodes $A, B$ and $C$. The more preferred path $a_{3}$, however, may be adopted via another cycle of updates through nodes $A, D$ and $E$. In this case if the network stabilizes, no policy conflict will be detected if the detection criteria is a single path being adopted and discarded. This highlights that it could potentially take a long time for a node to adopt and discard a path. It is also important to note that any changes in the underlying topology could stop the propagation of path changes (since some paths may not be available to continue inducing path changes across nodes) making policy conflicts harder to detect. That is precisely why the condition used by SAFETYPULSE to detect a policy conflict reduces the number of messages required by at least a factor of 2 when compared to SPVP.


Figure 5.2: Sample policy digraph.

The rest of this chapter is organized as follows: Section 5.2 utilizes DPR to derive all our theoretical results that will serve as the foundation for our SAFETYPULSE algorithm in Section 5.3.

### 5.2 Detecting Dispute Wheels

Once a causation cycle $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ where $y_{0}=y_{k}$ is realized, it implies that the change instigated by $y_{0}$ caused a series of actions to propagate along $Y$ until $y_{k}$ (i.e., $y_{0}$ ) receives another route update. Given any causation cycle $Y$, we answer the following questions:

- Could the cause that induced $Y$ be inferred?
- Could $y_{0}$ perform that inference locally and independently?

To infer the exact cause that induced $Y$, we show that if $y_{k}$ has a more preferred path at the end of the causation cycle, at time $t+k$, than the path it had at time $t$, then a dispute wheel must exist. Otherwise a transient route flap occurred at time $t$ (i.e., a path was withdrawn or made available). We also show that $y_{0}$ can indeed perform that inference locally, but not independently. This has implications on how policy conflicts can be detected in practice.

We know that any causation cycle $Y$, of a DPR instance $D=(G, \succ)$, induces a causation fence $F=\{\mathcal{N}, \mathcal{R}, \mathcal{Q}\}$ where the first and last pivot nodes are the same, $u_{0}=u_{n-1}$, as shown in Figure 5.3. Using $F$, we show the necessary condition for $F$ to be a dispute wheel in Lemma 3. That condition is based on the relative ranking of paths $Q_{0}$ and $R_{n-1} Q_{n-2}$, irrespective of whether these paths were adopted or discarded. In Lemma 4 and Lemma 5 we show how these paths can be determined. This allows us to infer either the existence of a dispute wheel in Theorem 9, or the occurrence of a transient route flap in Theorem 10. Finally, we outline how $y_{0}$ could theoretically infer the existence (or lack thereof) of dispute wheels.


Figure 5.3: If $u_{0}=u_{n-1}$ and $Q_{0} \prec R_{n-1} Q_{n-2}$ then a causation fence is a dispute wheel.

Lemma 3 (Fence-Wheel Relationship). A causation fence $F=\{\mathcal{N}, \mathcal{R}, \mathcal{Q}\}$ of a DPR instance $D=(G, \succ)$, induced by a causation cycle of size $k$, where the first and last pivot nodes are the same, $u_{0}=u_{n-1}$, is a dispute wheel if $Q_{0} \prec R_{n-1} Q_{n-2}$.

Proof. A sample causation fence is outlined in Figure 5•3. Pivot node $u_{0}$ has a spoke path $Q_{0}$ but not a rim path while pivot node $u_{n-1}$ has a rim path $R_{n-1}$ but not a spoke path. A dispute wheel $W$ can be constructed from $F$ as shown by removing pivot node $u_{0}$ and setting $Q_{n-1}=Q_{0}$.

Lemma 4. Given a causation fence $F=(\mathcal{N}, \mathcal{R}, \mathcal{Q})$ of a DPR instance $D=(G, \succ)$, induced by a causation cycle of size $k$, where the first pivot node in $F$ is $u_{0}, Q_{0}=\pi\left(u_{0}, t+a\right)$ for some time offset $a \in\{0,1\}$. If $u_{0}$ is part of an adopting subchain then $a=1$. Otherwise, $a=0$.

Proof. The offset $a$ simply determines whether the path $Q_{0}$ of node $u_{0}$ is the current path $\pi\left(u_{0}, t\right)$ or the new path $\pi\left(u_{0}, t+1\right)$. As shown in Figure $5 \cdot 3$, node $u_{0}$ only has a spoke path $Q_{0}$. If $u_{0}$ is part of an adopting subchain then subsequent nodes along the subchain are adopting a new path via $u_{0}$. This implies that $Q_{0}$ must have become available and hence $Q_{0}=\pi\left(u_{0}, t+1\right)$ where $a=1$. If, on the other hand, $u_{0}$ is part of a discarding subchain then subsequent nodes along the subchain are discarding the path they were initially using via $u_{0}$. This implies that $Q_{0}$ must have been discarded and hence $Q_{0}=\pi\left(u_{0}, t\right)$ where $a=0$.

Lemma 5. Given a causation fence $F=(\mathcal{N}, \mathcal{R}, \mathcal{Q})$ of a $D P R$ instance $D=(G, \succ)$, induced by a causation cycle of size $k$, where the last pivot node in $F$ is $u_{n-1}, R_{n-1} Q_{n-2}=\pi\left(u_{n-1}, t+k+b\right)$ for some time offset $b \in\{0,1\}$. If $u_{n-1}$ performed a StepDown then $b=0$. Otherwise, $b=1$.

Proof. The offset $b$ simply determines whether the path $R_{n-1} Q_{n-2}$ of node $u_{n-1}$ is the current path $\pi\left(u_{n-1}, t+k\right)$ or the new path $\pi\left(u_{n-1}, t+k+1\right)$. The offset $b$ simply determines whether $u_{n-1}$ should consider the current path $\pi\left(u_{n-1}, t+k\right)$ or the new path $\pi\left(u_{n-1}, t+k+1\right)$. As shown in Figure $5 \cdot 3$, pivot node $u_{n-1}$ only has path $R_{n-1} Q_{n-2}$. If pivot node $u_{n-1}$ performed a StepDown then it is part of a discarding subchain where it discards path $R_{n-1} Q_{n-2}$. Hence, $R_{n-1} Q_{n-2}=\pi\left(u_{n-1}, t+k\right)$ where $b=0$. Conversely, if $u_{n-1}$ performed a StepUp or StepSame then it is part of an adopting subchain where it adopts path $R_{n-1} Q_{n-2}$. Hence, $R_{n-1} Q_{n-2}=$ $\pi\left(u_{n-1}, t+k+1\right)$ where $b=1$.

Theorem 9 (Dispute Wheel Inference). Given a causation cycle $Y$, such that $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ where $y_{0}=y_{k}$, there exists time offsets $a \in\{0,1\}$ and $b \in\{0,1\}$ such that if $\pi\left(y_{0}, t+a\right) \prec$ $\pi\left(y_{k}, t+k+b\right)$ then a dispute wheel exists around $Y$.

Proof. Let $F$ be the causation fence induced by $Y$. Using Lemma 4 we can determine time offset $a$ and hence path $Q_{0}$. Similarly, using lemma 5 we can determine time offset $b$ and hence path $R_{n-1} Q_{n-2}$. From Lemma 3 we know that if the condition $Q_{0} \prec R_{n-1} Q_{n-2}$ is satisfied then the causation fence $F$ is a dispute wheel. Hence, the existence (or lack thereof) of a dispute wheel can be inferred.

Theorem 10 (Route Flap Inference). Given a causation cycle $Y$, such that $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ where $y_{0}=y_{k}$, if no dispute wheel exists then $y_{k}$ received a transient route flap during the causation cycle.

Proof. From Theorem 9 there exists time offsets $a \in\{0,1\}$ and $b \in\{0,1\}$ such that the condition $\pi\left(y_{0}, t+a\right) \succ \pi\left(y_{k}, t+k+b\right)$ holds, otherwise a dispute wheel must exist. Thus path $\pi\left(y_{0}, t+a\right)$ had to be withdrawn by $y_{0}$ 's next-hop neighbor during the causation cycle to force $y_{k}$ to use the new, less preferred, path $\pi\left(y_{k}, t+k+b\right)$. Otherwise $y_{k}$ would not have changed its path $\pi\left(y_{0}, t+a\right)$. This would imply that $\pi\left(y_{0}, t+a\right)=\pi\left(y_{k}, t+k+b\right)$ which is a contradiction.

If node $y_{0}$ observes causation cycle $Y$, to infer the existence of a dispute wheel, node $y_{0}$ must:

- Compute time offset $a$ to determine path $Q_{0}$
- Compute time offset $b$ to determine path $R_{n-1} Q_{n-2}$

The computation of offset $b$ depends only on the action of $y_{k}$ at time $t+k$ (Lemma 5). The computation of offset $a$ is dependent on whether $y_{0}$ is a part of an adopting or a discarding subchain (Lemma 4). Let $y_{i}$ be the first node in $Y$ after $y_{0}$ whose action is not a StepSame. If the action of $y_{i}$ is a StepUp then $y_{0}$ is part of an adopting subchain. Otherwise, $y_{0}$ is part of a discarding subchain.

Thus, given the type of subchain that $y_{0}$ belongs to, the dispute wheel inference problem can be solved. The solution is indeed local but cannot be performed independently-it requires the cooperation of the first node along Y that performed a StepUp or StepDown action.

Remark 4. A causation cycle $Y$ is triggered by one and only one event. An event could be a change in a link's availability causing a node to adopt or discard a particular path. If multiple events occur, their effects would be propagated along separate causation chains. If node $y_{0}$ observes causation cycle $Y$ it needs to determine path $Q_{0}$ that triggered the cycle and path $R_{n-1} Q_{n-2}$ that it had when the cycle was detected. Even if node $y_{0}$ performs other actions due to other causation chains propagating in the network, the relative ranking of paths $Q_{0}$ and $R_{n-1} Q_{n-2}$ is still sufficient to infer the existence of a dispute wheel.

### 5.3 SafetyPulse

Dispute wheels may result in protocol divergence. The detection of dispute wheels is of practical value to system administrators. By their fundamental structure, dispute wheels represent cyclic policy conflicts, which break from the traditional tiered architecture of the Internet [Gao and Rexford, 2001], and could potentially lead to unbounded dynamics. SAFETYPULSE is a distributed algorithm to detect dispute wheels. Once dispute wheels are detected, they can be reported to administrators for further analysis.

### 5.3.1 Overview

SAFETYPULSE piggybacks messages alongside route updates. One possible implementation of SAFETYPULSE on BGP would be to use message options. Each node places a child token in this message. As a node receives a route update with this message, it chooses a new path and broadcasts a new message alongside its own route update. SAFETYPULSE essentially sends messages between nodes along causation chains.

If a node $y$ receives a message from a neighbor which has $y$ 's token, then it can be inferred that $y$ has been involved in a causation cycle. Assume that node $y$ sent out a token at time $t_{\text {out }}$ and received the token back at time $t_{\mathrm{in}}$. A dispute wheel can be detected by comparing the relative ranking of $y$ 's realized paths around these times. Using Theorem 9 it can be inferred that a dispute wheel exists if for two given time offsets $a \in\{0,1\}$ and $b \in\{0,1\}$ :

$$
\pi\left(y, t_{\text {out }}+a\right) \prec \pi\left(y, t_{\text {in }}+b\right)
$$

Generally speaking, this means that if node $y$ had a more preferred route around the time when it received the token (at time $t_{\mathrm{in}}+b$ ) than around the time when it sent out the token (at time $t_{\text {out }}+a$ ), then a dispute wheel exists.

The time offsets $a$ and $b$ represent whether the paths used are the ones adopted or discarded at times $t_{\text {out }}$ and $t_{\text {in }}$, respectively. Time offset $a$ is determined by the structure of the causation cycle. According to Lemma 4, it depends on whether $y$ is part of an adopting or a discarding subchain. As we will see, time offset $a$ can be computed by a third party node on the causation cycle. Time offset $b$, on the other hand, is determined by node $y$ 's action at time $t_{\text {in }}$. According to Lemma 5, if $y$ performed a StepDown then $b=0$. Otherwise, $b=1$.

The information in the token received by node $y$ is enough for $y$ to recover paths $\pi\left(y, t_{\text {out }}+a\right)$ and $\pi\left(y, t_{\mathrm{in}}+b\right)$ for the comparison. We describe the SAFETYPULSE algorithm in three sections as shown in Figure 5.4.

1. Sending out token with ProcessNode()
2. Computing time offset with SetTimeOffset()
3. Receiving token with DetectDisputeWheel()


Figure 5.4: Overview of SafetyPulse algorithm.

### 5.3.2 Sending the Token

We define $M(y, t)$ to be the SafetyPulse message that node $y$ sends out alongside its route update at time $t$. In general, if node $y$ changes its assigned path at time $t$ then it has performed an action, switching from path $\pi(y, t)$ to path $\pi(y, t+1)$. Every time $y$ performs an action, it stores the paths associated with its action, $\pi(y, t)$ and $\pi(y, t+1)$, in a hashtable using a newly generated key $k$. The token to be sent out is $\theta_{y}=(k,-)$, where $k$ is the key identifying the action performed and _is an empty slot in which the time offset $a$ will be placed by another node. The new message $M(y, t+1)$ to be sent out alongside a route update at time $t+1$ following an action performed by $y$ at time $t$ must contain the following:

- the message received initially from the node that caused the action
- node $y$ 's new token $\theta_{y}$

More formally, if $\pi(y, t) \neq \pi(y, t+1)$ then:

$$
M(y, t+1) \leftarrow M(\operatorname{Cause}(y, t), t)+\theta_{y}
$$

```
function \(\operatorname{ProcessNode}(y, t)\)
    \(\operatorname{Best}(y, t) \leftarrow \max _{\succ} \operatorname{Choices}(y, t)\)
    \(\pi(y, t+1) \leftarrow \operatorname{Best}(y, t)\)
    \(\theta_{y} \leftarrow \emptyset\)
    if \(\pi(y, t) \neq \pi(y, t+1)\) then
    \(k \leftarrow\) new key
    Store \((k,(\pi(y, t), \pi(y, t+1)))\)
    \(\theta_{y} \leftarrow(k,-)\)
    \(M(y, t+1) \leftarrow M(\) Cause \((y, t), t)+\theta_{y}\)
```

Figure 5.5: SAFETYPuLSE token creation and action storage.

Messages are propagated along causation chains where each node along the chain appends its token to the received message that triggered an action and sends out a new message. The algorithm for sending the token is outlined in Figure 5•5.

### 5.3.3 Receiving the Token

When a node $y$ receives a token $\theta_{y}$ that it has previously created in a routing update message, it checks to see if a dispute wheel has been created. The contents of the token are $\theta_{y}=(k, a)$ where $k$ represents the key to lookup the action and $a$ represents whether to use the discarded or the adopted path of the action. Note that $a$ will be created by a third party node as described in the next section. Here, we assume that $a$ has been set appropriately and $\pi\left(y, t_{\text {out }}+a\right)$ can be determined.

Next, using Lemma 5 we determine the second time offset $b$ to find $\pi\left(y, t_{\text {in }}+b\right)$. According to Theorem 9 if:

$$
\pi\left(y_{0}, t+a\right) \prec \pi\left(y_{k}, t+k+b\right)
$$

then a dispute wheel exists around $Y$. Using this information, the dispute wheel detection algorithm can be constructed as shown in Figure 5•6.

### 5.3.4 Computing Time Offset

The remaining part is to determine time offset $a$. In Lemma 4, we showed that the value of $a$ is dependent on the type of subchain that $y$ belongs to. This can be determined by the action of the

```
function DetectDisputeWheel \((y, t)\)
    if \(\theta_{y} \in M\) (Cause \(\left.(y, t), t\right)\) then
        \(\theta_{y}=(k, a)\)
        \(\left(P_{1}, P_{2}\right) \leftarrow \operatorname{Lookup}(k)\)
        if \(a=0\) then
            \(P_{\text {test }} \leftarrow P_{1}\)
        else
            \(P_{\text {test }} \leftarrow P_{2}\)
        if Action \((y, t)=\) StepDown then
            \(b \leftarrow 0\)
        else
            \(b \leftarrow 1\)
        if \(P_{\text {test }} \prec \pi(y, t+b)\) then
            ReportDisputeWheel \(\left(P_{\text {test }}, \pi(y, t+b)\right)\)
```

Figure 5.6: SAFETYPULSE token receival and dispute wheel detection.
next node, $v$, along the causation cycle. If $v$ performed a StepUp then $y$ is in an adopting subchain. If $v$ performed a StepDown then $y$ is in a discarding subchain. If $v$ performed a StepSame, then $y$ 's subchain type is decided by $v$ 's next node in the causation chain. Thus a node can fill in the time offsets of the uncategorized nodes based on the action performed. If a node performs a StepDown or StepUp action, it can fill the time offsets with 0 or 1, respectively. The algorithm in Figure $5 \cdot 7$ shows how third-party nodes can fill in the time offset $a$.

```
function \(\operatorname{SetTimeOffSet}(y, t)\)
    for all unclassified \(\theta_{v}=(k,-) \in M(y, t+1)\) do
            if Action \((y, t)=\operatorname{StepUp}\) then
            \(\theta_{v} \leftarrow(k, 1)\)
        else if \(\operatorname{Action}(y, t)=\) StepDown then
            \(\theta_{v} \leftarrow(k, 0)\)
```

Figure 5.7: SAFETYPULSE time offset computation.

### 5.3.5 Complete Algorithm

The complete SafetyPulse algorithm is outlined in Figure 5•8. Each node $y$ at time $t$ simply executes the three algorithms described above.

```
function SaFEtyPulse( }y,t
    ProcessNode(y,t)
    SetTimeOffset(y,t)
    DetectDisputeWheel ( }y,t
```

Figure 5.8: SAFETYPulSE algorithm.

### 5.3.6 Space Requirements

The token sent by every node $y$ has two parts, the key $k$ and the time offset $a$. The key needs to index an action stored locally at node $y$. If node $y$ is expected to switch between $2^{i}$ paths, then the size of $k$ only needs to be $i$. The time offset $a$ can be represented by two bits, $b_{0} b_{1}$. The first bit $b_{0}$ is initially set to 0 , indicating that $a$ has not been set. The second bit $b_{1}$ is set to a random bit. Once a third party node $v$ wants to set $a$, it manipulates $a=b_{0} b_{1}$ as follows: set $b_{0}$ to 1 and flip $b_{1}$ if the action of $v$ is a StepUp. When node $y$ receives $a=b_{0} b_{1}$ it checks if $b_{0}$ is set and if $b_{1}$ is flipped (compared to a locally stored version of $a$ ). If so, then node $y$ knows that it should check against the adopted path. Otherwise, node $y$ checks against the discarded path. It is important to note that the key $k$ does not need to be appended to the token itself as each node can keep track of its index in the list of appended tokens. Then when a cycle is detected, the node can index its token appropriately using the key $k$ that is stored locally. Thus the overhead added by each node can be exactly two bits.

### 5.3.7 Characteristics

SAFETYPULSE has the following characteristics:

- Provably Correct. SafetyPulse is based on a theoretical framework of policy routing dynamics and changes in network topology do not affect the correctness of detecting policy conflicts.
- Efficient Space. A small token of space complexity $O(1)$ (two bits) is appended to each routing update message irrespective of how the routing dynamics manifest in the network. Thus a causation chain consisting of $n$ nodes incurs a message overhead of $2 n$ bits.
- Policy Freedom. Since SafetyPulse is a dynamic detection algorithm, it does not require any restrictions on routing policies to be imposed.
- Backwards Compatible. SafetyPulse requires only a minor extension to BGP and is therefore backwards compatible. To detect policy conflicts, only the ASes along the causation chains / cycles to be diagnosed need to adopt the protocol.


## Chapter 6

## Properties of Safe Routing Dynamics

### 6.1 Overview

In this chapter we distill three properties of safe routing dynamics (i.e., dynamics when the policies of all nodes adhere to the Gao-Rexford guidelines). These properties hold irrespective of changes to the underlying topology or path preferences and can be used to diagnose the health of the network, in particular its routing dynamics. To this end, we also develop a token-based distributed algorithm, InterferenceBeat, to check adherence to these properties. We discuss and model reasons why ASes violate the Gao-Rexford guidelines which lead to potentially unsafe dynamics where the properties no longer hold. We show that these dynamics can still be precisely characterized and can be used to enhance the diagnostic power of Interferencebeat. Our distributed algorithm, InterferenceBeat, essentially diagnoses and monitors the health of the network by detecting invalid routing dynamics (i.e., causation chains that do not adhere to the derived properties) in realtime. The formal proofs and protocol specification can be found in [Mattar et al., c, Epstein et al., 2009]. We focus here on motivating the problem and on presenting the main intuition behind our results.

### 6.1.1 What are the properties?

Non-Interference Property: If an $A S y$ is not at a higher tier-level than (provider to) any two of its neighbors $x$ and $z$, then $x$ and $z$ cannot directly induce path changes in each other through $y$. This property holds regardless of changes in the underlying topology or path preferences.

The notion of "inducing path changes" is synonymous with a continuous propagation of path changes across nodes, which we model in DPR as a causation chain. The basic premise of the non-
interference property comes from a theoretical result where we proved that any causation chain must not contain sequences such as a provider-to-customer-to-provider. The relative tier-level of ASes can be easily derived from the commercial relationships between ASes. For example, an AS $x$ that is a provider to AS $y$ is at a higher tier-level.

It is important to note that all the properties we derive, including the non-interference property, are with respect to a single causation chain propagating in the network. This causation chain is initiated by one and only one root cause such as a change in a link's availability or a change in a node's path preferences.

Figure $6 \cdot 1$ outlines all the Internet configurations where AS $x$ cannot directly affect AS $z$ through AS $y$. More specifically, non-interference holds if:

1. AS $y$ is multi-homed with providers AS $x$ and AS $z$.
2. AS $y$ is a customer of AS $x$ and a peer of AS $z$.
3. AS $y$ is a peer of AS $x$ and a customer of AS $z$.
4. AS $y$ is a peer of both AS $x$ and AS $z$.


Case 1


Case 2


Case 4

Figure 6-1: All Internet configurations where AS $x$ cannot directly affect AS $z$. Horizontal edges represent peering links and diagonal edges represent customer-to-provider links.

Single Cycle Property: In any cycle of routing update messages between ASes, every AS $x$ affects its neighbor y at most once. This property holds regardless of changes in the underlying topology or path preferences.

The notion of "cycle" is synonymous with a continuous propagation of path changes across nodes where at least one node is affected twice. We model such a cycle of path changes in DPR as a causation cycle. The single cycle property comes from a theoretical result where we proved that any causation cycle in safe policy routing occurs only once.

Multi-Tiered Cycle Property: Every cycle of routing update messages between ASes must have at least two ASes in different tier-levels. This property holds regardless of changes in the underlying topology or path preferences.

The multi-tiered cycle property comes from a theoretical result where we proved that no causation cycle in safe policy routing can occur exclusively between peering ASes.

### 6.1.2 Why do the properties not always hold?

Violations of safe policy routing (i.e., the Gao-Rexford guidelines) result in unpredictable, blackbox dynamics that are potentially unsafe. When policy violations occur, the properties no longer hold. The reasons for such violations are:

1. Intentional: representing legitimate policy configurations for backup links or complex agreements [Feamster et al., 2004].
2. Unintentional: representing misconfigurations or complex realtime interactions between routers that do not reflect the intentions of the administrators.

### 6.1.3 How do we check the properties?

Network administrators can locally check whether they are abiding by the Gao-Rexford guidelines where the dynamics are guaranteed to conform to the properties derived. This can be done by inspecting their local preferences and ensuring that all their import / export policies are set correctly. Local checks are inadequate, however, since not all nodes are necessarily compliant with the guidelines. Non-compliance by some nodes has global implications on the routing dynamics that cannot be easily checked locally. This creates the need to check adherence to the properties in realtime using a distributed algorithm such as InTERFERENCEBEAT.

Figure $6 \cdot 2$ illustrates "interference" between nodes 1 and 3 . The interference is due to policy violations by node 2 which cannot be locally checked by node 3 . Instead, node 3 will need to discover the interference by somehow detecting the causation chain propagating through nodes 1 , 2 and 3.


Figure 6.2: Sample dynamics where interference occurs. The list of path preferences for nodes 2 and 3 are organized such that the most preferred path is at the top. Paths not explicitly listed are forbidden. All nodes are trying to reach destination node 0 .

Node 3 is abiding by the Gao-Rexford guidelines and initially uses the customer path $\langle 30\rangle$ which is valley-free. Node 2 , however, violates the guidelines by preferring a path through its provider $\langle 210\rangle$ over a path through its customer $\langle 20\rangle$. At time $t$, the link connecting node 1 to node 0 is lost, causing node 1 to have an empty path to node 0 at time $t+1$. At time $t+2$, node 2 switches from path $\langle 210\rangle$ to $\langle 20\rangle$. This action in turn causes node 3 to switch from path $\langle 30\rangle$ to $\langle 320\rangle$ at time $t+3$. Even though node 3 abides by the Gao-Rexford guidelines, the forbidden interference occurs. The causation chain consists of a provider (node 1 ), followed by its customer (node 2), followed by another provider (node 3 ).

If node 2 does not violate the guidelines, the dynamics would manifest differently. For example, suppose that path $\langle 20\rangle$ is forbidden, forcing node 2 to use its provider path $\langle 210\rangle$. The loss of link connectivity between nodes 1 and 0 at time $t$ causes node 2 to lose connectivity at time $t+2$. Node 3 is unaffected. The causation chain solely consists of a provider (node 1 ) followed by its customer (node 2). Since this chain is valley-free, the dynamics conform to the properties we derived.

INTERFERENCEBEAT, our token-based distributed algorithm, checks if the properties hold or whether policy violations exist. This is accomplished by passing a small token alongside route updates to detect forbidden causation chains (including cycles) induced by policy violations. Once a forbidden causation chain is detected, the ASes involved need to collaborate to resolve the potential problem.

### 6.2 Causation in Economic DPR

This section characterizes causation chains and cycles for economic DPR instances. For convenience of notation, we drop the time index of certain terms with respect to a given chain $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ as outline in Table 6.1.

Table 6.1: Notation

| $\pi\left(y_{i}\right)$ | $=$ | $\pi\left(y_{i}, t+i\right)$ |
| :--- | :--- | :--- |
| $\pi_{\text {next }}\left(y_{i}\right)$ | $=$ | $\pi\left(y_{i}, t+i+1\right)$ |
| $\rho\left(y_{i}\right)$ | $=$ | $\rho\left(y_{i}, t+i\right)$ |
| $\rho_{\text {next }}\left(y_{i}\right)$ | $=$ | $\rho\left(y_{i}, t+i+1\right)$ |
| $\operatorname{RankDec}\left(y_{i}\right)$ | iff | $\operatorname{RankDec}\left(y_{i}, t+i\right)$ |
| $\operatorname{RankSame}\left(y_{i}\right)$ | iff | $\operatorname{RankSame}\left(y_{i}, t+i\right)$ |
| $\operatorname{RankInc}\left(y_{i}\right)$ | iff | $\operatorname{RankInc}\left(y_{i}, t+i\right)$ |

Theorem 11. Every causation chain of an economic DPR instance $\left(\succeq_{\S}, \succeq^{t}, G\right)$ is valley-free.
Proof. Assume not. Then there exists a causation chain $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ and an index $i$ such that $0<i<k$ and $y_{i-1} \succeq_{\$} y_{i} \preceq_{\$} y_{i+1}$. Thus $y_{i-1}$ and $y_{i+1}$ are peers or providers to $y_{i}$.

The first part of this proof shows that if this is the case, then at no time during the causation chain did $y_{i}$ have a customer path. The second part of this proof shows that sometime during the causation chain $y_{i+1}$ had a path through $y_{i}$. Therefore $y_{i+1}$ had a realized valley path since $y_{i}$ did not have a customer path and $y_{i}$ is a customer of or peer to $y_{i+1}$. Since valley-paths are forbidden (not realizable) in economic DPR instances, this results in a contradiction. Since Cause $\left(y_{i}\right)=$ $y_{i-1}$, either the first or second condition of causation from Table 3.2 holds for $y_{i}$ at time $t+i$.

## Case: $y_{i}$ Causation Condition 1

If the first condition of Table 3.2 holds for $y_{i}$ then: $\rho\left(y_{i}\right)=y_{i-1}$ and $\operatorname{RankDec}\left(y_{i}\right)$, as shown in Figure 6.3. Therefore $\pi\left(y_{i}\right) \succ^{t+i} \pi_{\text {next }}\left(y_{i}\right)$. Let $v=\rho_{\text {next }}\left(y_{i}\right)$. It cannot be that $v \prec_{\$} y_{i}$. Otherwise, since $\pi_{\text {next }}\left(y_{i}\right)$ is a customer path and $\pi\left(y_{i}\right)$ is not a customer path (since $\rho\left(y_{i}\right)=$
$y_{i-1} \succeq_{\$} y_{i}$ ), by the conditions of economic DPR instances: $\pi\left(y_{i}\right) \prec^{t+i} \pi_{\text {next }}\left(y_{i}\right)$, causing a contradiction as shown in Figure 6.4. Thus $v \succeq_{\$} y_{i}$ and $\rho_{\text {next }}\left(y_{i}\right) \succeq_{\$} y_{i}$.


Figure 6•3: Causation condition 1: $\operatorname{RankDec}\left(y_{i}\right)$


Figure 6.4: Contradiction: RankInc $\left(y_{i}\right)$

## Case: $y_{i}$ Causation Condition 2

If the second condition of Table 3.2 holds for $y_{i}$ then: $\rho_{\text {next }}\left(y_{i}\right)=y_{i-1}$ and $\operatorname{RankInc}\left(y_{i}\right)$, as shown in Figure 6.5. Therefore $\pi\left(y_{i}\right) \prec^{t+i} \pi_{\text {next }}\left(y_{i}\right)$. Let $v=\rho\left(y_{i}\right)$. It cannot be that $v \prec_{\$} y_{i}$. Otherwise, since $\pi\left(y_{i}\right)$ is a customer path and $\pi_{\text {next }}\left(y_{i}\right)$ is not (since $\left.\rho_{\text {next }}\left(y_{i}\right)=y_{i-1} \succeq_{\$} y_{i}\right)$, by the conditions of economic DPR instances: $\pi\left(y_{i}\right) \succ^{t+i} \pi_{\text {next }}\left(y_{i}\right)$, causing a contradiction, as shown in Figure 6•6. Thus $\rho_{\text {next }}\left(y_{i}\right) \succeq_{\$} y_{i}$ and $v \succeq_{\$} y_{i}$. So for both cases, at no time in the causation chain did $y_{i}$ have a customer path:

$$
\rho\left(y_{i}\right) \succeq_{\$} y_{i} \text { and } \rho_{\text {next }}\left(y_{i}\right) \succeq_{\$} y_{i}
$$

## Case: $\mathrm{y}_{\mathrm{i}+1}$ Causation Condition 1

If the first causation condition of Table 3.2 holds for $y_{i+1}$, then $\rho\left(y_{i+1}\right)=y_{i}$. By Proposition


Figure 6.5: Causation condition 2: $\operatorname{RankInc}\left(y_{i}\right)$


Figure 6.6: Contradiction: $\operatorname{RankDec}\left(y_{i}\right)$

2: $\pi\left(y_{i+1}\right)=\left\langle y_{i+1} \pi\left(y_{i}\right)\right\rangle . \pi\left(y_{i+1}\right)$ is a valley path since $y_{i+1} \succeq_{\$} y_{i} \preceq_{\$} \rho\left(y_{i}\right)$. Since all valley paths are forbidden (not realizable), $\pi\left(y_{i+1}\right)$ can never be realized, causing a contradiction.

## Case: $\mathrm{y}_{\mathrm{i}+1}$ Causation Condition 2

Similar arguments can be used if the second causation condition of Table 3.2 holds for $y_{i+1}$ : $\rho_{\text {next }}\left(y_{i+1}\right)=y_{i}$. Thus by Proposition 2: $\pi_{\text {next }}\left(y_{i+1}\right)=\left\langle y_{i+1} \pi_{\text {next }}\left(y_{i}\right)\right\rangle . \pi_{\text {next }}\left(y_{i+1}\right)$ is a valley path since $y_{i+1} \succeq_{\$} y_{i} \preceq_{\$} \rho_{\text {next }}\left(y_{i}\right)$, and can never be realized. Thus in all cases a contradiction occurs, proving the theorem.

Definition 34 (Horizontal Cycle). A causation cycle is horizontal if all adjacent nodes in the cycle are peers.

Definition 35 (Vertical Cycle). A causation cycle is vertical if there is at least one customer / provider relationship between adjacent nodes in the cycle.

Figure 3.19 represents a simple vertical causation cycle, where node $y_{0}$ loses a path to root and reroutes through $y_{2}$.

Lemma 6. Given a causation cycle $Y=\left\langle y_{0} \ldots y_{k}\right\rangle^{t}$ of an economic DPR instance $\left(\succeq_{\$}, \succeq^{t}, G\right)$, every node in $Y$ is a provider to the first node $y_{0}$.

Proof. Let $y_{i} \in Y$, where $0<i<k$. By Theorem 11, $Y$ is valley-free and either $y_{i-1} \preceq_{\$} y_{i}$ or $y_{i} \succeq_{\$} y_{i+1}$. If the first case is true, then by the definition of valley-free paths $y_{j-1} \prec_{\$} y_{j}$ for all $0<j<i$, and by the transitive nature of economic relationships, $y_{0} \prec_{\$} y_{i}$. If the second case is true, then by the definition of valley-free paths $y_{j} \succ_{\$} y_{j+1}$ for all $i<j<k$, and by the transitive nature of economic relationships, $y_{i} \succ_{\$} y_{k}$. Thus every node $y_{i}$ is a provider to $y_{0}=y_{k}$.

Theorem 12. Every causation cycle $Y=\left\langle y_{0} \ldots y_{k}\right\rangle^{t}$ of an economic DPR instance is vertical and simple.

Proof. Lemma 6 directly implies that every causation cycle in economic DPR instances is vertical. The second part regarding simple causation cycles is proved by contradiction. Assume there exists a non-simple causation cycle $Y_{1}=\left\langle y_{0} y_{1} \ldots y_{k} y_{1}\right\rangle^{t}$ where $y_{0}=y_{k}$. From Lemma 6, $y_{0} \prec_{\$} y_{1}$. However a new causation cycle $Y_{2}$ exists where: $Y_{2}=\left\langle\begin{array}{llllll}y_{1} & y_{2} & \ldots & y_{k-1} & y_{k} & y_{1}\end{array}\right\rangle^{t+1}$. Thus by Lemma 6, $y_{1} \prec_{\$} y_{k}=y_{0}$ which is a contradiction.

The theoretical results in this section are the proofs for the three properties of safe policy routing dynamics introduced in Section 6.1. The non-interference principle comes from Theorem 11, which states that every causation chain in an economic DPR instance must be valley-free. The single and multi-tiered cycle properties come from Theorem 12, which states that every causation cycle in an economic DPR instance is vertical and simple.

### 6.3 InterferenceBeat

In this section, we outline a distributed algorithm, InterferenceBeat, that checks if the properties of safe policy routing dynamics are maintained or whether policy violations exist. This is accomplished by detecting forbidden causation chains (including cycles) induced by policy violations. Once a forbidden causation chain is detected, the ASes involved need to collaborate to resolve the potential problem.

### 6.3.1 Overview

In Interferencebeat, each node appends a small token alongside the route update message. When a node $y$ receives a route update from its neighbor $v$ at time $t$, it also receives a token $\theta_{\text {in }}$. If node $y$ selects a new path then it broadcasts a new token $\theta_{\text {out }}$ alongside its own route update at time $t+1$. Tokens are passed along causation chains. In general, a causation chain is started when a link flaps (i.e., is lost or becomes available) or when a node changes its path preferences. A token consists of three parts, $(i, r, n)$. The identifier of the causation chain is $i$. The economic relationship between $y$ and its predecessor $v$ on the causation chain is:

$$
r \in\left\{\succ_{\S}, \prec_{\$},==_{\$}, \emptyset\right\}
$$

For example, if $v$ is a provider to $y$, then $r$ is $\succ_{\$}$. The counter $n$ keeps track of the number of times the token was passed along a customer-to-provider or a provider-to-customer link.

The Process function outlined in Figure 6.7 performs basic routing tasks and handles the incoming and outgoing tokens. It is invoked in every node $y$ at time $t$ after receiving all routing update messages. In steps 2 and 3 , node $y$ chooses and adopts its best available path. If $y$ 's assigned path has changed in step 4 (i.e., an action occurred), then node $y$ 's causing neighbor $v$ is identified in step 5. The token received from neighbor $v$ is recovered in step 6 . In step 7 , the CreateToken function is called which returns the contents of the new token to be sent out by $y$ at time $t+1$. The CheckProperties function is called in step 8 . Node $y$ stores information about the outgoing token in step 9 , which is later used to detect cycles in the CheckProperties function. The outgoing token is then disseminated to all $y$ 's neighbors in step 10 .

The CreateToken function is outlined in Figure 6.8. Step 2 retrieves the needed parts from the incoming token. If the identifier $i_{\mathrm{in}}$ is empty in step 3 then a new one is generated in step 4 . Otherwise, in step 6, the outgoing identifier $i_{\text {out }}$ is set to the incoming identifier $i_{\text {in }}$. In step $7, r_{\text {out }}$ is set to the economic relationship between $v$ and $y$. In steps 8 through 11 , the outgoing counter $n_{\text {out }}$ is only incremented if nodes $y$ and $v$ are not peers. The outgoing token is returned in step 12 .

The CheckProperties function is outlined in Figure 6.9. Steps 2 and 3 retrieve the needed

```
function \(\operatorname{Process}(y, t)\)
    \(\operatorname{Best}(y, t) \leftarrow \max _{\succeq^{t}} \operatorname{Choices}(y, t)\)
    \(\pi(y, t+1) \leftarrow \operatorname{Best}(y, t)\)
    if \(\pi(y, t+1) \neq \pi(y, t)\) then
        \(v=\operatorname{Cause}(y, t)\)
        \(\theta_{\text {in }}=\operatorname{GETTOKENFROMNEIGHBOR}(y, v, t)\)
        \(\theta_{\text {out }}=\operatorname{CrEATETOKEN}\left(y, v, \theta_{\text {in }}\right)\)
        CheckProperties \(\left(y, v, \theta_{\text {in }}, \theta_{\text {out }}\right)\)
        \(\operatorname{STORETOKEN}\left(y, v, \theta_{\text {out }}\right)\)
        \(\operatorname{SEndToken}\left(y, t, \theta_{\text {out }}\right)\)
```

Figure 6.7: Process function.

```
function Createtoken \(\left(y, v, \theta_{\text {in }}\right)\)
    \(\left(i_{\text {in }},-, n_{\text {in }}\right)=\theta_{\text {in }}\)
    if \(i_{\text {in }}\) is \(\emptyset\) then
        \(\left(i_{\text {out }}, r_{\text {out }}, n_{\text {out }}\right)=(\operatorname{NEWID}(), \emptyset, 0)\)
    else
        \(i_{\text {out }}=i_{\text {in }}\)
        \(r_{\text {out }}=\operatorname{ECONOMicRelation}(v, y)\)
        if \(r_{\text {out }}\) is equal to \(=\$\) then
            \(n_{\text {out }}=n_{\text {in }}\)
        else
            \(n_{\text {out }}=n_{\text {in }}+1\)
    return ( \(\left.i_{\text {out }}, r_{\text {out }}, n_{\text {out }}\right)\)
```

Figure 6.8: CreateToken function.
parts from the tokens. Step 4 checks for the existence of a valley causation chain. If one is found, then interference is reported, where the causing node $v$, the chain identifier $i_{\text {in }}$ and the relationship $r_{\text {in }}$ are identified. In step 6 , node $y$ determines if it has previously received a token with identifier $i_{\text {in }}$. If so, then a cycle is detected. Node $y$ recovers the old information in step 7. If the token was previously received from the same neighbor $v$ then a non-simple cycle is reported in step 9. Step 10 checks if the token previously received contained the same counter value. If so, then the token was only passed between peers since leaving node $y$ and a horizontal cycle is reported in step 11 .

```
function CheckProperties \(\left(y, v, \theta_{\text {in }}, \theta_{\text {out }}\right)\)
    \(\left(i_{\text {in }}, r_{\text {in }},-\right)=\theta_{\text {in }}\)
    \(\left(-,-, n_{\text {out }}\right)=\theta_{\text {out }}\)
    if \(\left(r_{\text {in }}\right.\) is equal to \(\succ_{\S}\) or \(\left.=_{\S}\right)\) and \(\left(v \preceq_{\S} y\right)\) then
            REPORTINTERFERENCE \(\left(y, v, \theta_{\text {in }}\right)\)
    if \(\operatorname{HasReceivedToken}\left(y, i_{\text {in }}\right)\) then
            \(\left(v_{\text {old }}, n_{\text {old }}\right)=\operatorname{GetStoredToken}\left(y, i_{\text {in }}\right)\)
            if \(v_{\text {old }}\) is equal to \(v\) then
            \(\operatorname{ReportNonSimpleCycle}\left(y, v, \theta_{\text {in }}\right)\)
            if \(n_{\text {old }}\) is equal to \(n_{\text {out }}\) then
            ReportHorizontalCycle \(\left(y, v, \theta_{\text {in }}\right)\)
```

Figure 6.9: CHECKPROPERTIES function.

### 6.3.2 Sample Operation

Figure $6 \cdot 10$ shows the operation of InterferenceBeat on the DPR instance described in Figure 3•18, assuming $y_{0}, y_{1}$ and $y_{2}$ are all peers. At time $t+1$, node $y_{0}$ initiates a new causation chain with identifier ID1 and sends a token to $y_{1}$. Since $y_{0}$ initiated the chain, the count is 0 and the relationship is $\emptyset$. Node $y_{1}$ takes an action and sends a new token to $y_{2}$. Since $y_{1}$ and $y_{0}$ are peers, the relationship is set to $=\$$ and the count is still 0 as the token only traversed a peering link. Finally, since $y_{2}$ is a peer to its causing node $y_{1}$, interference is detected by $y_{2}$ upon receiving the token.


Figure 6-10: Sample operation of InterferenceBeat.

### 6.3.3 Characteristics

InterferenceBeat has the following characteristics:

- Provably Correct. InterferenceBeat is based on a theoretical framework of policy routing dynamics and changes in network topology or path preferences do not affect the
correctness of detecting policy violations.
- Efficient Space. A small token of space complexity $O(1)$ (a few bytes) is appended to each routing update message irrespective of how the routing dynamics manifest in the network.
- Policy Freedom. Since InterferenceBeat is a dynamic detection algorithm, it does not require any restrictions on routing policies to be imposed.
- Backwards Compatible. Interferencebeat requires only a minor extension to BGP and is therefore backwards compatible. To detect policy violations, only the ASes along the causation chains to be diagnosed need to adopt the protocol. Thus neighboring ASes can use Interferencebeat to detect misconfigurations.


### 6.3.4 Practical Considerations

INTERFERENCEBEAT could be implemented over BGP where the token is passed in the message options. When an AS initiates a new causation chain it must create a new identifier using the NEWID() function. This can be accomplished by hashing the AS number, router identifier, time and destination prefix. A fixed number of bits can be allocated to the identifier, with more bits reducing the probability of a hash collision.

In INTERFERENCEBEAT, if a cycle or valley is detected by a node $y$, only its causing neighbor node $v$ can be immediately identified. In order to identify/notify other nodes along the chain, a back-propagating alert protocol may be used. Each node can leverage its stored tokens to find its previous causing neighbor. Note that a token only needs to be stored for the duration of the causation chain, thus the local storage requirements at a node are expected to be minimal.

In Appendix A we show that the synchronicity of DPR is not a hindrance and that it has sufficient expressive power to model asynchronicity. Hence, Interferencebeat can be extended to a realtime setting.

### 6.4 Violations of the Economic DPR Model

We formally define four common policy violations, which represent different relaxations to the strict economic DPR model ${ }^{1}$. In the next sections we prove the invariant properties of the resultant causation chains and cycles for each violation. By invariant properties we mean the properties that hold irrespective of changes in path preferences or changes the underlying topology. The modelled dynamics induced by each violation can be compared against the dynamics observed by Interferencebeat. If a violation cannot cause the observed behavior, then it can be ruled out.

### 6.4.1 Overview of Violations and their Induced Dynamics

To describe paths and causation chains in better detail we categorize valleys into four subtypes.
Definition 36 (Valley Types). We extend definition 29 of valleys to four subtypes as shown in Table 6.2.

Table 6.2: Valley types given sequence $\langle a b c\rangle$.

| Valley Type | Condition | Illustration |
| :---: | :---: | :---: |
| $\mathcal{A}$ | $a \succ_{\$} b \prec_{\$} c$ | $\bullet$ |
| $\mathcal{B}$ | $a \succ_{\$} b=_{\$} c$ | $\bullet \bullet$ |
| $\mathcal{C}$ | $a=_{\$} b \prec_{\S} c$ | $\bullet \bullet$ |
| $\mathcal{D}$ | $a=_{\$} b=_{\$} c$ | $\bullet \bullet$ |

Table 6.3: Violations of the Economic DPR Model

| Violation | Valley Types in Causation Chains: |  |  |  | Vertical Cycles | Horizontal Cycles | Potentially Unsafe? |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathcal{A}$ | $\mathcal{B}$ | $\mathcal{C}$ | $\mathcal{D}$ |  |  |  |
| 0: None |  |  |  |  | simple | none | no |
| 1: Non-Strict Economics |  |  |  |  | simple | none | no |
| 2: Transiting |  |  |  | $\cdots \cdot$ | simple | non-simple, simple | yes |
| 3: Peers Preferred |  |  | $\bullet$ - | $\bullet \bullet \bullet$ | simple | non-simple, simple | yes |
| 4: Providers Preferred | $\bullet$ | $\cdots$ |  |  | non-simple, simple | none | yes |

[^0]
## Violation 1: Non-Strict Economic Relationships

With non-strict economic relationships, a node can be both a (direct or indirect) provider and a (direct or indirect) peer to another node. Figure $6 \cdot 11$ shows a comparison between strict and non-strict economic relationships.


Figure 6.11: Strict and non-strict economic relationships. In the strict variant, node $u$ cannot be an indirect provider and peer to node $z$. The crossed edge represents an edge that cannot exist in this variant.

## Violation 2: Transiting Between Peers

Generally, an AS only carries traffic that is destined to (or originating from) one of its customers. However, due to misconfigurations or complex agreements between peers, an AS may transit traffic between its peers. Economic DPR instances with this violation have an enlarged set of realizable paths. Paths containing valleys of type $\mathcal{D}$ can be adopted by nodes. However, paths are forbidden (not realizable) if they contain valley types $\mathcal{A}, \mathcal{B}$, or $\mathcal{C}$. Paths are forbidden by having nodes configure their import / export policies for paths accordingly (i.e., which paths are advertised to which neighbors and which paths are accepted from which neighbors). Therefore, every realizable path consists of a series of zero or more ascending customer-to-provider edges, followed by zero or more peer edges, followed by zero or more descending provider-to-customer edges, as shown in Figure 6•12.


Figure 6-12: Allowable paths in economic DPR with and without violation 2. Nodes at the same level are peers. On the other hand, nodes at higher levels are providers for the nodes at lower levels that they are connected to.

## Violation 3: Prefer Peer Paths Over Customer Paths

Whereas violation 2 is a relaxation on the set of realizable paths, violation 3 is a relaxation of the path preferences. Nodes in economic DPR instances with violation 3 can prefer peer paths over customer paths. Nodes, however, cannot prefer provider paths over peer/customer paths. Only valley-free paths are realizable.

## Violation 4: Prefer Provider Paths Over Peer / Customer Paths

Nodes in economic DPR instances with violation 4 can prefer provider paths over peer/customer paths. Again, only valley-free paths are realizable. Again this is achieved by having each node configure its import / export policies for paths accordingly.

The four violations describe different variants of the economic DPR model. Each variant results in different types of causation chains and cycles. Table 6.3 summarizes the effects of each violation on the characteristics of causation chains and cycles. The first and second rows show the strict and non-strict economic DPR models. They are the only two variants guaranteed to be safe. The three other violations induce routing behavior which is potentially unsafe.

Interferencebeat can be extended using the results of Table 6.3. Upon the detection of a valley in the causation chain, its type $(\mathcal{A}, \mathcal{B}, \mathcal{C}$, or $\mathcal{D})$ can rule out possible causing violations. For example, if a valley of type $\mathcal{B}$ was detected using INTERFERENCEBEAT, then violations 1,2 , and 3 can be immediately ruled out as the possible causes for the observed behavior. Similar methods
can be used upon detection of non-simple or horizontal causation cycles.
The theoretical proofs for the dynamics induced by each violation are presented next.

### 6.4.2 Violation 1: Non-Strict Economic Relationships

First we consider the dynamics induced by violation 1 , outlined in the second row of Table 6.3, where ASes can have non-strict economic relationships (i.e., an AS can be both a provider and a peer to another AS). Similar to the case where there are no violations, we prove that vertical cycles must be simple, horizontal cycles are not possible, all causation chains are valley-free, and the resulting routing policy configuration is safe.

We start by formally defining non-strict economic relationships. If an economic DPR instance has non-strict economic relationships, then it contains the operator $\succeq_{*}$ where $D=\left(\succeq_{*}, \succeq, G\right)$. From $\succeq_{*}$, a tight economic relation is defined by:

$$
u \succ_{*} v \text { iff } u \succeq_{*} v \text { and } u \preceq_{*} v
$$

and no relation is defined by:

$$
u \|_{*} v \text { iff } u \nsucceq_{*} v \text { and } u \preceq_{*} v
$$

The customer, peer, and provider economic relationships can be derived from the operator $\succeq_{*}$ :

- If $u$ is a customer of $v$, then $u \prec_{*} v$.
- If $u$ is a provider to $v$, then $u \succ_{*} v$.
- If $u$ is a peer to $v$, then $u \|_{*} v$.

The properties of the economic operator $\succeq_{*}$ can be modeled using post-order conditions:

1. (reflexive) $x \succeq_{*} x$
2. (anti-symmetric) $x \succeq_{*} y$ and $y \succeq_{*} x$ implies $x=y$
3. (transitive) $x \succeq_{*} y$ and $y \succeq_{*} z$ implies $x \succeq_{*} z$

The key difference between a strict and non-strict economic operator is that peering relationships are not transitive in the non-strict variant. Whereas peering is represented by the equivalence relation ${ }_{\$}$ in the strict variant, peering is represented by no relation $\|_{*}$ in the non-strict variant. Strict economic relationships form equivalence classes with the peering relation $=\$$ as shown in Figure 6•13. Such equivalence classes are not present in the non-strict variant. This enables a node to be both an indirect peer and provider to another node in the non-strict variant as shown in Figure $6 \cdot 11$. However it should be noted that provider-to-customer relationships are transitive in both variants.


Figure 6-13: Strict and Non-Strict economic relationships. The circles over the nodes in the strict variant represent equivalent classes of peers.

For ease of exposition, the following notation is used to describe that node $x$ is a peer or provider to node $y$ :

$$
x \succsim_{*} y \text { iff } x \nprec_{*} y
$$

We define paths by the economic relationship between a path's starting node $u$ and its next-hop. For all paths $P^{u}$ :

$$
\begin{aligned}
\operatorname{Customer}\left(P^{u}\right) & \Leftrightarrow u \succ_{*} \operatorname{NextHop}\left(P^{u}\right) \\
\operatorname{Peer}\left(P^{u}\right) & \Leftrightarrow u \|_{*} \operatorname{NextHop}\left(P^{u}\right) \\
\operatorname{Provider}\left(P^{u}\right) & \Leftrightarrow u \prec_{*} \operatorname{NextHop}\left(P^{u}\right)
\end{aligned}
$$

Given a sequence of nodes $\langle a b c\rangle$, valley types are represented as follows:

| Valley Type | Condition | Illustration |
| :---: | :---: | :---: |
| $\mathcal{A}$ | $a \succ_{*} b \prec_{*} c$ | $\bullet$ |
| $\mathcal{B}$ | $a \succ_{*} b \\|_{*} c$ | $\bullet \bullet$ |
| $\mathcal{C}$ | $a \\|_{*} b \prec_{*} c$ | $\bullet \bullet$ |
| $\mathcal{D}$ | $a\left\\|_{*} b\right\\|_{*} c$ | $\bullet \bullet \bullet$ |

Theorem 13. All causation chains of non-strict economic DPR instances are valley-free.
Proof. This proof is identical to the one for Theorem 11, by replacing the $\succ_{\$}$ with $\succ_{*}$ and $\succeq_{\$}$ with $\succsim$.

Theorem 14. All causation cycles of non-strict economic DPR instances are vertical and simple.
Proof. Let $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ be a causation cycle, where $y_{0}=y_{k}$. The cases for this proof can be partitioned by $y_{1}$ 's economic relationship with $y_{0}$ :

Case (a): $\mathbf{y}_{0} \succ_{*} \mathbf{y}_{\mathbf{1}}$
If $y_{0} \succ_{*} y_{1}$, since $Y$ is valley-free, $y_{i} \succ_{*} y_{i+1}$ for $0 \leq i<k$. However $y_{0} \succ_{*} y_{k}=y_{0}$, causing a contradiction and eliminating this case.

Case (b): $\mathbf{y o}_{0} \|_{*} \mathbf{y}_{\mathbf{1}}$
If $y_{0} \|_{*} y_{1}$, since $Y$ is valley-free, $y_{i} \succ_{*} y_{i+1}$ for $1 \leq i<k$. Thus $Y$ is vertical. $Y$ has to be simple, otherwise $\left\langle y_{k-1} y_{0} y_{1}\right\rangle$ would be a realized causation chain. Since $y_{k-1} \succ_{*} y_{0}$ and $y_{0} \|_{*} y_{1}$, the causation chain is a valley, causing a contradiction. Therefore $Y$ is simple and vertical.

## Case (c): $\mathbf{y}_{0} \prec_{*} \mathbf{y}_{1}$

If $y_{0} \prec_{*} y_{1}$ then $Y$ is vertical. The cases can be further partitioned by $y_{k-1}$ 's economic relationship with $y_{k}$. If $y_{k-1} \prec_{*} y_{k}$, then by the definition of valley-free sequences, $y_{i-1} \prec_{*} y_{i}$ for all $0<i \leq k$. Thus $y_{0} \prec_{*} y_{k}=y_{0}$, which is a contradiction. Therefore $y_{k-1} \succsim_{\approx} y_{k}$. If $Y$ is non-simple, then $\left\langle y_{k-1} y_{0} y_{1}\right\rangle$ would be a realized causation chain. Since $y_{k-1} \succsim_{\approx} y_{0}=y_{k}$ and $y_{0} \prec_{*} y_{1}$, the causation chain is a valley, causing a contradiction. Therefore $Y$ is simple and vertical.

Remark 1. DPR instances with non-strict economic relationships are safe. This follows directly from the results in [Gao and Rexford, 2001].

### 6.4.3 Violation 2: Transiting Between Peers

Next we consider the dynamics induced by violation 2 , outlined in the third row of Table 6.3, where ASes can transit traffic between their peers. We prove that all vertical cycles must be simple, horizontal cycles can be simple or non-simple, only causation chains of valley type $\mathcal{D}$ are possible, and the resulting routing policy configuration is potentially unsafe.

Theorem 15. Every causation chain in an economic DPR instance with violation 2 does not admit valley types $\mathcal{A}, \mathcal{B}$ or $\mathcal{C}$.

Proof. Assume not. Then there exists a causation chain $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ and an index $i$ such that $0<i<k$ and at least one of these two conditions hold:
(a) $y_{i-1} \succ_{\$} y_{i} \preceq_{\$} y_{i+1}$
(b) $y_{i-1} \succeq_{\S} y_{i} \prec_{\$} y_{i+1}$

Case (a): $y_{i-1} \succ_{\$} y_{i} \preceq_{\$} y_{i+1}$
If case (a) holds, then it can be shown that both $\rho\left(y_{i}\right) \succ_{\$} y_{i}$ and $\rho_{\text {next }}\left(y_{i}\right) \succ_{\$} y_{i}$. This can be seen by looking at the causation conditions of $y_{i}$. If causation condition 1 holds for $y_{i}$, then $y_{i-1}=$ $\rho\left(y_{i}\right)$ and $\operatorname{RankDec}\left(y_{i}\right)$. It cannot be the case that $\rho_{\text {next }}\left(y_{i}\right) \preceq_{\$} y_{i}$, since this would imply that $y_{i}$ switched from a provider path through $y_{i-1}$ to a non-provider path, since $y_{i} \prec_{\$} \rho\left(y_{i}\right)=y_{i-1}$ and $y_{i} \succeq_{\$} \rho_{\text {next }}\left(y_{i}\right)$. This would imply $\operatorname{RankInc}\left(y_{i}\right)$, causing a contradiction. Thus $\rho\left(y_{i}\right) \succ_{\$} y_{i}$ and $\rho_{\text {next }}\left(y_{i}\right) \succ_{\$} y_{i}$. If causation condition 2 holds for $y_{i}$, then $y_{i-1}=\rho_{\text {next }}\left(y_{i}\right)$ and $\operatorname{RankInc}\left(y_{i}\right)$. It cannot be the case that $\rho\left(y_{i}\right) \preceq_{\$} y_{i}$, since this would imply that $y_{i}$ switched from a non-provider path to a provider path through $y_{i-1}$, since $y_{i} \succeq_{\$} \rho\left(y_{i}\right)$ and $y_{i} \prec_{\$} \rho_{\text {next }}\left(y_{i}\right)=y_{i-1}$. This would imply $\operatorname{RankDec}\left(y_{i}\right)$, causing a contradiction. Thus for both cases, $\rho\left(y_{i}\right) \succ_{\$} y_{i}$ and $\rho_{\text {next }}\left(y_{i}\right) \succ_{\S} y_{i}$.

Thus given the results above, we can prove that $y_{i+1}$ had a realized path with valley type $\mathcal{A}$ or $\mathcal{B}$. If causation condition 1 holds for $y_{i+1}$, then $\pi\left(y_{i+1}\right)=\left\langle y_{i+1} \pi\left(y_{i}\right)\right\rangle$. Since $y_{i+1} \succeq_{\$} y_{i}$ and $y_{i} \prec_{\$} \rho\left(y_{i}\right)$, then $\pi\left(y_{i+1}\right)$ is a realized path with valley type $\mathcal{A}$ or $\mathcal{B}$, causing a contradiction. If causation condition 2 holds for $y_{i+1}$, then $\pi_{\text {next }}\left(y_{i+1}\right)=\left\langle y_{i+1} \pi_{\text {next }}\left(y_{i}\right)\right\rangle$. Since $y_{i+1} \succeq_{\$} y_{i}$ and $y_{i} \prec_{\$} \rho_{\text {next }}\left(y_{i}\right)$, then $\pi_{\text {next }}\left(y_{i+1}\right)$ is a realized path with valley type $\mathcal{A}$ or $\mathcal{B}$, causing a contradiction.

Case (b): $y_{i-1} \succeq_{\$} y_{i} \prec_{\$} y_{i+1}$
If case (b) holds, then using an argument similar to case (a) it can be shown that both $\rho\left(y_{i}\right) \succeq_{\$}$ $y_{i}$ and $\rho_{\text {next }}\left(y_{i}\right) \succeq_{\$} y_{i}$. We can then prove that $y_{i+1}$ had a realized path with valley type $\mathcal{A}$ or $\mathcal{C}$, causing a contradiction.

Theorem 16. Every vertical causation cycle $Y=\left\langle y_{0} \ldots y_{k}\right\rangle^{t}$ in an economic DPR instance with violation 2 is simple.

Proof. This proof proceeds by determining $y_{1}$ 's economic relationship with $y_{0}$ and $y_{k-1}$ 's economic relationship with $y_{k}=y_{0}$. Since $Y$ is a vertical causation cycle, there exists a minimal index $i, 0<i<k$ such that $y_{i} \neq \$ y_{i-1}$. Note that $i \neq k$, otherwise $y_{0}={ }_{\$} y_{1}={ }_{\$} \ldots={ }_{\$} y_{k-1} \not{ }_{\$} y_{k}$, implying $y_{0} \not{ }_{\$} y_{k}$, which is a contradiction. Either $y_{i} \succ_{\$} y_{i-1}$ or $y_{i} \prec_{\$} y_{i-1}$. It cannot be that $y_{i-1} \succ_{\$} y_{i}$ since by Theorem 15, $y_{0}=_{\$} y_{i-1} \succ_{\$} y_{i} \succ_{\$} y_{i+1} \ldots \succ_{\$} y_{k}$, implying $y_{0} \succ_{\$} y_{k}$ which is a contradiction. Therefore $y_{i-1} \prec_{\$} y_{i}$. If $i>1$, then $y_{i-2}={ }_{\$} y_{i-1} \prec_{\$} y_{i}$, representing a valley of type $\mathcal{C}$, which is a contradiction. So $i=1$ and $y_{0} \prec_{\$} y_{1}$.

Let $j$ be the first index, $1<j<k$, where $y_{j-1} \succ_{\$} y_{j}$. Note that $j$ has to exist otherwise $y_{0} \prec_{\$} y_{1} \preceq_{\$} \ldots \preceq_{\$} y_{k}$, implying $y_{0} \prec_{\$} y_{k}$ which is a contradiction. From Theorem 15, $y_{h-1} \succ_{\$} y_{h}$ for all $j<h \leq k$. So $y_{k-1} \succ_{\$} y_{k}=y_{0}$. Therefore $Y$ must be simple, otherwise $\left\langle y_{k-1} y_{0} y_{1}\right\rangle$ must be a causation chain. However since $y_{k-1} \succ_{\$} y_{0}$ and $y_{0} \prec_{\$} y_{1}, Y$ contains a valley of type $\mathcal{A}$, contradicting Theorem 15 , and thus proving the theorem.

Theorem 17. An economic DPR instance with violation 2 admits simple and non-simple horizontal causation cycles.

Proof. This follows directly from the example shown in Figure $6 \cdot 14$ which is identical to the "Bad Gadget" instance described in [Griffin et al., 2002].

Theorem 18. An economic DPR instance with violation 2 is potentially unsafe.
Proof. Again from the example shown in Figure 6•14, no stable assignment exists.


Figure 6-14: Non-simple horizontal cycle for an economic DPR instance with violation 2. Paths not listed in the path preferences are forbidden.

### 6.4.4 Violation 3: Prefer Peer Paths Over Customer Paths

Next we consider the dynamics induced by violation 3, outlined in the fourth row of Table 6.3, where ASes can prefer peer paths over customer paths. This violation induces dynamics that are similar in nature to those induced by violation 2 . We prove that all vertical cycles must also be simple, horizontal cycles can be simple or non-simple, and the resulting routing policy configuration is potentially unsafe. The only difference is that, in addition to causation chains of valley type $\mathcal{D}$, we prove that causation chains of valley type $\mathcal{C}$ are now also possible.

Theorem 19. Every causation chain in an economic DPR instance with violation 3 does not admit valley types $\mathcal{A}$ or $\mathcal{B}$.

Proof. Assume not. Then there exists a causation chain $Y=\left\langle\begin{array}{llll}y_{0} & y_{1} & \ldots & y_{k}\end{array}\right\rangle^{t}$ and an index $i$ such that $0<i<k$ and $y_{i-1} \succ_{\$} y_{i} \preceq_{\$} y_{i+1}$. The same reasoning as case (a) from the proof of Theorem 15 can be used. By considering the causation conditions of $y_{i}$, it can be shown that both $\rho\left(y_{i}\right) \succ_{\$} y_{i}$ and $\rho_{\text {next }}\left(y_{i}\right) \succ_{\$} y_{i}$. We can then prove that $y_{i+1}$ had a realized path with valley type $\mathcal{A}$ or $\mathcal{B}$, causing a contradiction.


Figure 6.15: Non-simple horizontal cycle for an economic DPR instance with violation 3. Paths not listed in the path preferences are forbidden.

Theorem 20. Every vertical causation cycle in an economic DPR instance with violation 3 is simple.

Proof. Assume not. Let vertical causation cycle $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ be non-simple. Since $Y$ is a vertical causation cycle, there exists a minimal index $i, 0<i<k$ such that $y_{i} \neq \$ y_{i-1}$. Following an argument similar to the one used to prove Theorem 16, we can prove that $Y$ contains a valley of type $\mathcal{A}$ or $\mathcal{B}$, which is a contradiction.

Theorem 21. An economic DPR instance with violation 3 admits simple and non-simple horizontal causation cycles.

Proof. This follows directly from the example shown in Figure $6 \cdot 15$ which is identical to the "Bad Gadget" instance described in [Griffin et al., 2002].

Theorem 22. An economic DPR instance with violation 3 is potentially unsafe.
Proof. From the example shown in Figure 6•15, no stable assignment exists.

### 6.4.5 Violation 4: Prefer Provider Paths Over Peer / Customer Paths

Finally we consider the dynamics induced by violation 4, outlined in the last row of Table 6.3, where ASes can prefer provider paths over peer / customer paths. We prove that vertical cycles can be simple or non-simple, horizontal cycles do not occur, only causation chains of valley types $\mathcal{A}$ and $\mathcal{B}$ are possible, and the resulting routing policy configuration is potentially unsafe.

Theorem 23. Every causation chain in an economic DPR instance with violation 4 does not admit valley types $\mathcal{C}$ or $\mathcal{D}$.

Proof. Assume not. Then there exists a causation chain $Y=\left\langle y_{0} y_{1} \ldots y_{k}\right\rangle^{t}$ and an index $i$ such that $0<i<k$ and $y_{i-1}=_{\$} y_{i} \preceq_{\$} y_{i+1}$. The rest of the proof is similar to that of Theorem 15 . First we show that both $\rho\left(y_{i}\right) \succeq_{\$} y_{i}$ and $\rho_{\text {next }}\left(y_{i}\right) \succeq_{\$} y_{i}$. Then we show that either $\pi\left(y_{i+1}\right)$ or $\pi_{\text {next }}\left(y_{i+1}\right)$ is a valley path of type $\mathcal{C}$ or $\mathcal{D}$, causing a contradiction.

Theorem 24. There are no horizontal cycles in economic DPR instances with violation 4.

Proof. This follows directly from Theorem 23, which states that causation chains of type $\mathcal{D}$ do not exist.

Theorem 25. An economic DPR instance with violation 4 admits simple and non-simple vertical causation cycles.

Proof. This follows directly from the example shown in Figure $6 \cdot 16$ which is identical to the "Bad Gadget" instance described in [Griffin et al., 2002].

Theorem 26. An economic DPR instance with violation 4 is potentially unsafe.

Proof. From the example shown in Figure 6•16, no stable assignment exists.


Figure 6•16: Non-simple vertical cycle for an economic DPR instance with violation 4. All edges are customer/provider links. Paths not listed in the path preferences are forbidden.

## Chapter 7

## Conclusion

We introduced the Dynamic Policy Routing (DPR) model which extends the Stable Paths Problem (SPP) [Griffin et al., 2002] with discrete synchronous time. DPR captures the propagation dynamics of path changes due to arbitrary changes in topology or path preferences. We introduced policy digraphs-a time-invariant structure which captures how routing update messages can propagate in the network.

Using our policy digraphs we formalized the Routing Dynamics Minimization Problem (RDMP) to solve a graph optimization problem. This optimization problem explicitly minimizes one possible metric, namely, the longest sequence of routing update messages in any dynamic network. This is done by changing the path preferences of nodes. We show that finding a policy configuration which minimizes the length of the policy digraph is NP-Hard. While RDMP is NP-Hard, we believe that it complements SPP and we envision that its formulation will allow us to explore problems where the dynamics of policy routing can be examined.

We characterized policy routing in the presence of policy conflicts to develop an efficient policy conflict detector. We introduced SafetyPulse-a distributed policy conflict detection algorithm.

We derived several invariant properties of routing dynamics in a safe (economic) policy configuration. We introduced InTERFERENCEBEAT—a distributed algorithm to detect and diagnose policy violations. INTERFERENCEBEAT was further enhanced by modeling common policy violations and characterizing the resulting dynamics.

## Appendices

## Appendix A

## Asynchronicity with DPR

## A. 1 Overview

This section describes how the DPR model can simulate asynchronicity. We assume that we have a regular DPR instance $D=(\succeq, G)$ which we wish to augment with asynchronicity. There are several ways to represent asynchronicity. We will use link delays. This choice enables us to use the existing DPR model without adding new constructs. At any time $t$, each link $(u, v)^{t} \in E$ admits a variable time delay between 1 and a finite upper limit $M$.

This delay is specified by the function $L(u, v, t)$ which outputs an integer in $[1, M]$. The time delays are considered ordered, such that $L(u, v, t)-L(u, v, t+k)<k$. Thus the values $L(u, v, 4)=100$ and $L(u, v, 5)=2$ are not allowed since $v$ would get $u$ 's path at time 5 before receiving $u$ 's path at time 4 . From DPR instance $D$ and delay function $L$, a new DPR instance $D^{\prime}=\left(\succeq^{\prime}, G^{\prime}\right)$ can be constructed to simulate $D$ with the time delays.

For every pair of nodes in the original instance $D$, a set of $M-1$ transit nodes will be added to $D^{\prime}$. These transit nodes represent the "communication wire" between every two nodes. The dynamic nature of the links in DPR instances will be used to control the length of the "communication wire". If $L(u, v, t)=5$, then a path of length 5 between $u$ and $v$ through the transit nodes will appear at time $t$.

## A. 2 Graph of Asynchronous DPR Instances

For every node $u$ in the original DPR instance $D$, there is a corresponding node in the asynchronous DPR instance $D^{\prime}$ :

$$
u \in V \Rightarrow u \in V^{\prime}
$$



Figure A•1: Transit Nodes

For every two nodes $u, v$ in $D$, there are $M-1$ transit nodes:

$$
u, v \in V \Rightarrow x_{i}^{u v} \in V^{\prime} \text { for } 2 \leq i \leq M
$$

Each transit node is connected to its neighbors. This connection forms the longest possible communication between nodes $u$ and $v$. It toggles on/off with the connectivity of $(u, v)^{t} \in E$ for each time $t$, as shown in Figure A•1.

$$
\left\{\begin{array}{l}
\left(u, x_{M}^{u v}\right)^{t} \in E^{\prime} \\
\left(x_{i+1}^{u v}, x_{i}^{u v}\right) \in E^{\prime} \text { for all } 1<i<M \\
\left(x_{2}^{u v}, v\right)^{t} \in E^{\prime}
\end{array}\right\} \text { iff }(u, v)^{t} \in E
$$

The time delays $L(u, v, t)$ describe the "shortcut" available through the transit nodes at each time $t$ :

$$
\begin{gathered}
(u, v)^{t} \in E^{\prime} \quad \text { iff } \quad(u, v)^{t} \in E \text { and } L(u, v, t)=1 \\
\left(u, x_{i}^{u v}\right)^{t} \in E^{\prime} \quad \text { iff } \quad(u, v)^{t} \in E \text { and } L(u, v, t)=i
\end{gathered}
$$

An example of a delay of one and three between nodes $u$ and $v$ can be seen in Figures A• 2 and A. 3 .


Figure A•2: Transit nodes simulating a delay of $L(u, v, t)=1$.


Figure A•3: Transit nodes simulating a delay of $L(u, v, t)=3$.

## A. 3 Path Preferences of Asynchronous DPR Instances

The path preferences of the asynchronous DPR: $D^{\prime}=\left(\succeq^{\prime}, G^{\prime}\right)$ discount the presence of transit nodes in paths. Let the operation RemoveTransit remove all transit nodes of a sequence. This operation allows us to derive the asynchronous path preferences from the original synchronous path preferences. Thus for all non-transit nodes $u \in V^{\prime}$ :

$$
P_{1}^{u} \succeq^{\prime t} P_{2}^{u} \text { iff RemoveTransit }\left(P_{1}^{u}\right) \succeq^{t} \operatorname{RemoveTransit}\left(P_{2}^{u}\right)
$$

Each transit node $x_{i}^{u v}$ prefers a path through its source node $u$ than through its transit neighbor toward the source: $x_{i+1}^{u v}$. Paths containing sequences in the opposite direction of the "communication link" (from $x_{i}^{u v}$ to $x_{i-1}^{u v}$ ) are forbidden.

## A. 4 Redundant Connections

The transformation from synchronous to asynchronous DPR instances described above needs to be enhanced to avoid transient routing losses. This can occur during abrupt changes in connection delays as shown in Figure A•4.

In order to remedy this situation, redundant links between the source node $u$ and the transit nodes are established, as shown in Figure A.5. This enables path consistency during changes of communication delays. Thus the proper transformation of links from synchronous $D$ to asyn-
chronous $D^{\prime}$ can be represented as:

$$
\begin{gathered}
(u, v)^{t} \in E^{\prime} \quad \text { iff } \quad(u, v)^{t} \in E \text { and } L(u, v, t)=1 \\
\left(u, x_{i}^{u v}\right)^{t} \in E^{\prime} \quad \text { iff } \quad(u, v)^{t} \in E \text { and } L(u, v, t) \leq i
\end{gathered}
$$

## A. 5 Causation Chains in Asynchronous DPR Instances

The definition of causation chains is not changed for asynchronous DPR instances. Given delay $L(u, v, t)=3$, a causation chain of $\langle u v\rangle^{t}$ in the original DPR instance $D$ would correspond to a causation chain of $\left\langle u x_{3}^{u v} x_{2}^{u v} v\right\rangle^{t}$ in the asynchronous DPR instance $D^{\prime}$.

## A. 6 Asynchronous Economic DPR Instances

Asynchronous economic DPR instances can follow the Gao-Rexford guidelines. Transit nodes have no economic relationships with the other nodes. The domain of the economic operator $\succeq_{\$}$ is only over non-transit nodes. Characterization of sequences (causation chains or paths) is accomplished by using the RemoveTransit operator. A path $P$ in $D^{\prime}$ is valley-free if its corresponding transit-free path RemoveTransit $(P)$ is valley-free. Similarly, a causation chain $Y$ in $D^{\prime}$ is valley-free if its corresponding transit-free chain $\operatorname{RemoveTransit}(Y)$ is valley-free. Similar use of RemoveTransit can be employed to characterize customer, peer, and provider paths. From this construction, the proofs in this thesis are unchanged except for the application of the RemoveTransit operator.


Figure A.4: Node $v$ has a transient path loss from node $u$. This is due to an increase in delay from $L(u, v, 0)=1$ to $L(u, v, 1)=3$. At time $t=0$ only node $u$ has a path to root and link $(u, v)$ becomes unavailable. At time $t=1$, node $x_{3}^{u v}$ receives a route update from node $u$ while node $v$ has the best path $\left\langle x_{3}^{u v} u\right.$ root $\rangle$ from the previous round. At time $t=2$, node $x_{2}^{u v}$ receives a route update from node $x_{3}^{u v}$ while node $v$ realizes that link $(u, v)$ is unavailable and loses its path. At time $t=3$, node $v$ receives a new route update from node $x_{2}^{u v}$ and updates its path to $\left\langle v x_{2}^{u v} x_{3}^{u v} u\right.$ root $\rangle$.


Figure A.5: The transient path loss at node $v$ is prevented by having redundant connections. Node $v$ will never have an empty path when link $(u, v)$ becomes unavailable.
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