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Abstract. Modern cellular channels in 3G networks incorporate sdjufaited
power control and dynamic rate adaptation which can havgrifigiant impact
on adaptive transport layer protocols, such as TCP. Thoougte texists studies
that have evaluated the performance of TCP over such netwthr&y are based
solely on observations at the transport layer and hencermavesibility into the
impact of lower layer dynamics, which are a key characterigtthese networks.
In this work, we present a detailed characterization of T€@Rabior based on
cross-layer measurement of transport, as weRBandMAC layer parameters.
In particular, through a series of active TCP/UDP experith@md measurement
of the relevant variables at all three layers, we charaxtebth, the wireless
scheduler in a commercial CDMA2000 network and its impact G dynamics.
Somewhat surprisingly, our findings indicate that the veisslscheduler is mostly
insensitive to channel quality and sector load over shoresicales and is mainly
affected by the transport layer data rate. Furthermore nm@recally demonstrate
the impact of the wireless scheduler on various TCP parameteh as the round
trip time, throughput and packet loss rate.

1 Introduction

With advances in error-correction coding, processing pand cellular technology, the
wireless channel need no longer be viewed as an error-pfuarenel with low band-
width. Instead, modern 3G cellular networks (e.g CDMA20G®RTLT, EV-DO, HS-
DPA/UMTS) deploy ARQ mechanisms for fast error recoverywalf as sophisticated
wireless schedulers that can perform “on-the-fly” rate &atagn. The latter feature al-
lows the network to adapt to diverse conditions such as aanrality, sector load and
more importantly, as we show in this work, data backlog.

Thedynamic rateadaptation of modern cellular channels implies that a sowitt
typically experience variable bandwidth and delay, whicyrhe caused by the sched-
uler's dependency on buffer backlog. Since TCP, the dontinansport protocol in the
Internet, utilizes feedback from the channel to controtrigmsmission rate (indirectly
the buffer backlog), this creates a situation where tworodlets, the wireless scheduler
and TCP, share a single control variable.

There are several interesting studies that have considieeguerformance of TCP
over cellular networks [5, 2,9]. However, they mostly rely measurement of TCP
dynamics at the transport layer and have no visibility iti@ anderlying MAC nor the
dynamics of the radio channel. In this work, we measure agleinformation at all



three layers in a commercial CDMA2000 network to identifg tominant factors that
affect TCP. To the best of our knowledge, this is the first gt looks at cross-layer
measurements in a wireless network. Our contributions essummarized as follows:

1. We conducted extensive active measurements in a conah@fi2MA2000 cellular
network to characterize the behavior of the wireless scleedand evaluate TCP’s
performance. One of our objectives was to identify the impéwarious network
factors on both the wireless scheduler and TCP. Towardsetids we develop a
simple Information Theoretic framework that allows usgwantify how factors
such as channel quality, sector loatt;, affect the wireless scheduler, and how the

scheduler in turn affects TCP.
2. In terms of the wireless scheduler, we exposed the differe@chanisms that gov-

ern its operation and identified the characteristics tifaténce its performance. We
concluded that over short timescales (1 second), the waeheduler: a) is highly
dependent on buffer backlog, b) is surprisingly insensitv variations in channel
quality or sector load, and c) has a rate limiting mechan@maintain fairness

by throttling connections that are being persistently dye®ver long timescales
(20 minutes), however, the scheduler reduces allocatedmaesponse to persis-
tently bad channel conditions or high sector load, and ibleta maintain fairness
among concurrent TCP sessions.

3. In terms of TCP, we concluded that: a) there is a tight dogdbetween the TCP
sending rate and the scheduler. This implies that ratetiams seen by TCP, on
the CDMA channel are not random, b) most of the packet losses by TCP
are congestion related, and c) the high variability in clehmate causes frequent
spurious re-transmissions which can be overcome by usayrtte-stamp option.

4. Finally, as a general observation, we found high vaiitgbih TCP throughput
based on the time and day of the experiment. We hypothesizéalbe due to
rapid cell dimensioning by network operators.

The rest of the paper is organized as follows: Section 2 reglithe architecture
of a CDMA2000 network and highlights the relevant featui®sction 3 presents a
description of the various experiments that we conductedti@ 4 characterizes the
wireless scheduler and quantifies the relative impact abuarfactors on it. Section 5
presents an evaluation of TCP’s performance. Section @ptesur conclusions.

Due to lack of space, some characterization details weréexnrfrom this paper.
The reader is referred to [7] for all the details.

2 TheCDMAZ2000 IXRTT System

Figure 1(a) depicts the architecture of a typical cellulatachetwork in order to illus-
trate its salient features. The network consists of two ntamponents: a) thdata
networkwhich is responsible for operations like managing PPP srsssiP mobility
and billing, and b) theadio networkwhich manages radio resources. The focus of this
work is on the latter.

The main element of the radio network is the Base Station@that (BSC), which
is responsible for maintaining thradio sessiorwith the mobile device. The BSC con-
trols hundreds of Base Transceiver Stations (BTS), whieheasentially the air inter-
faces to the mobile devices, through a low-latency back-hetuwork. The importance
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Fig. 1. CDMA2000 Network Architecture and Experimental Setup

of the BSC arises from the fact that it hosts two critical comgnts which can directly
affect higher layer performance: a) thwreless schedulehat dynamically controls the
wireless channel rate assigned to the mobile device, andefRadio Link Protocol
(RLP) that is responsible for fast MAC layer error recovémpugh the re-transmission
of radio frames to recover from losses either over the Ia@rey back-haul connecting
the BSC to the BTS or the wireless channel.

The function of the wireless scheduler is to assign a wisatbsinnel rate (from up
to six discrete rates) to a mobile devioa-the-fly This objective is primarily achieved
by controlling the CDMA code length and channel power. Sihiggher rates require
more power and resource reservation, the decision on whedtotate higher rates and
to which user, must be made judiciously. In practice, theedaker’s decision could be
influenced by three factors, which we investigate in dete$éction 4:

1. The queue length at the BSC (each user is assigned a scpaffatr)

2. The channel conditions experienced by the mobile devib&h is defined as the
ratio between the received pilot signal strenfthand the ambient noise and inter-
ferencely, i.e.,E./I

3. The number of active users in the same sector (or sectdy loa

3 Experimentsand Data sets

Our primary focus is on thdownlink We performed end-to-end experiments which
involved data transfer via either UDP or TCP SACK from a RedHaux server on
the Internet to one or more laptops running Windows XP thaeve®nnected to the
cellular data network via CDMA2000 1xRTT air-cards. A tygliexperimental setup is
shown in Fig. 1(b) to illustrate the data pAtas well as measurement points.

The experiments can be categorized into two classes. Thelfiss consisted of
sending UDP traffic to characterize the wireless schedul@P was chosen to remove
any transport layer feedback so that the wireless schedaldd be characterized in
isolation. The second class comprised of downloading files"CP in order to char-
acterize long term TCP behavior, as well as its dependendyfofactors. These ex-
periments were conducted under different TCP-specific anelegs configurations to
evaluate their relative impact and obtain a better undedatg of the system.

% The end-to-end path on average had a: a) propagation dek0e550ms, b) 25-35KB bot-
tleneck buffer at BSC, c) 70KB-120KB wireless channel rate] d) packet loss rate 6f9%.



Each experiment, under every configuration, was run 10 tahearious times dur-
ing the day to obtain a reasonably large set of samples fostital characterization.
All plots include error bars denoting the @0confidence interval around the mean. For
TCP downloads, we used a single file size of 5MB since we aeednated in long-term
TCP behavior. The typical duration of both TCP and UDP flows @&20 minutes.

For each experiment, we collected data from the higher layetocols through
standard UDP/TCP logs at the client (windump) and serv@d(@mp), as well as RF
layer information. The RF statistics were collected frono twbservation points. Mes-
sages related to instantaneous channel quality, framesermtransmissions and the
assigned wireless channel rate were collected at the lgpigipg an air-interface anal-
ysis tool called CAIT [8]. These messages were aggregatgererate a time-series
tracking the value of the above RF variables at a time-geaitylof 1 second. The sec-
ond source of measurement was fiee Call Measurement Datg@CMD) obtained from
the BSC. PCMD contains details for all voice and data ¢adisch as source/destination
phone numbers, cell/sector ID’s, call duration, numberansmitted bytes, and call
success/failure information. We used the PCMD logs to itifemumber of active ses-
sions in a sectoli.g., sector load).

4 Wireless Scheduler Characterization

In this section we present an empirical evaluation of theofaahat affect the behavior
of the wireless scheduler. The exact implementation dgetdila commercial 1xXRTT
wireless scheduler is proprietary and hence we have toitsfeehavior indirectly.

As mentioned in Section 2, channel rates assigned by théassrecheduler can be
influenced by the user’s queue length, channel conditiodsactor load. To understand
the extent to which each of these factors affects the schesldecisions, we performed
numerous UDP experiments with constant bit-rate (CBR) anedff’ traffic sources.

We begin by examining the impact of the application datasatthe wireless sched-
uler. Figure 2 plots the average throughput of a connect@fanction of the data send-
ing rate of a UDP CBR traffic source. The figure indicates thatichieved throughput
tracks the sending rate up to a rates06fkbps after which idecreasesharply.

We next studynowthe assigned channel rate tracks the source’s data ratergoid e
ically show that the wireless scheduler assigns chanresd tgttracking the userdsuffer
backlogover short timescalesFigure 4 plots the source’s data rate and the assigned
channel rate time-series (measured by CAIT) when the sattilizes an ‘on-off’ traffic
pattern. The two figures show the data sending rate for tverdifit on-rates (38.4kbps
and 76.8kbps) and the same duty cycle (on for 1-second arfidr&fseconds). For the
wireless scheduler to assign the correct channel rates/éoy 4-second burst of data
transmitted by the sender, it must inspect the buffer bac{do some function of it) at
least once every second. This implies that the schedulecsidns are very sensitive
to the data sending rate determined by the transport anicapph layers.

Even though Fig. 4 indicates the presence of a strong ctimeldetween the sched-
uler and the buffer backlog, visual identification is not ajs reliable or more impor-
tantly quantifiable, which is necessary for comparison.<eguently, we have devel-
oped an Information-Theoretic methodology based on a m#tat we refer to as the

4 A single sector, covered by a BTS, typically had 8-9 (and aimam of 30) active calls.
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Normalized Mutual Informationo quantify the correlation between two time-series.
We explain the main idea briefly. The Normalized Mutual Imfation (NMI) measures
the amount of information [4] a time-seriéS can provide about another time-seriés
(taking into consideration time-shifts between the twousagres). NMI lies between O
and 1 and the larger the peak value, the more the two sequarecdependent on each
other. NMlI is basically a time-shifted correlation meastiva can capture both linear
and non-linear dependencies between time-series. Forleampss, NMI is defined as:

In(X;Yid) = (H(X) + H(Y) - H(X,Ys))/H(X) (1)

whereH (X) denotes the entropy of, and H (X, Y;) denotes the joint entropy of
and a version of sequenggthat is time delayed by time units.

Armed with this tool, we evaluated the impact of both¢hannel conditionand the
sector loadon the rate decisions made by the wireless scheduler, ogertghescales,
when sending UDP CBR traffic. We also computed the NMI betwiberbuffer back-
log and the channel assigned rate time-series for the ‘Briraffic source. Figure 3
presents the peak NMI values indicating tetativeimpact that all three factors (aver-
aged across all experiments) have on the channel assigiesd ra

Quite surprisingly, as evident from the table, we found thatshort-termchannel
quality and sector load have a very limited impact on the dale. We believe this
can be attributed to two reasons: a) fast power cchtteployed in CDMA networks
combats short-term channel fluctuations thus eliminatmgrpact on rate assignment,
and b) the sector load varies too slowly to have a signifishott-termimpact on the
scheduler’s behavior. In Section 5 we show that these twiofa@ffectiong-termav-
erage scheduler behavior. The table also supports oulinliservation that thisuffer
backlogis the most dominant factor influencing the scheduler’ssiens.

5 TCPin CDMA2000 Networks

This section is devoted to results related to TCP behaviaxjmeriments that were
conducted under four different configurations on a commnaé&€DMA2000 network,

5 When computing the peak NMI we consider all possible delafyssi.
8 BTS boosts the transmitted signal’s strength to increassitmal-to-noise ratio at the receiver.
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Fig. 4. Behavior of the wireless scheduler over short timescalasofD1s-5s at 38.4kbps (Left).
On-off 1s-5s at 76.8 kbps (Right).

where the following parameters were varied, namely: a) $@BVertised receiver win-
dow size (ARWND), b) TCP’s time-stamp option, ¢) number ofiac users in the
sector, and d) user mobility.é., speed) and locationi.é., channel quality). The first
two configurations are specific to TCP, while the latter twe @iore characteristic of
wireless users. Clearly, there are several other varig{@xg. the TCP congestion mech-
anism) that are possible, however, we believe that the aoafigpns we focused on are
the most fundamental ones. Specifically, almost all opegatystems have support for
modifying TCP’s ARWND and time-stamp options. Similarlyphility and user loca-
tion are the main characteristicsaiywireless network.

Before discussing the experimental results, it is worthevhiaking a general ob-
servation regarding our results. In almost all configuraiave found that the amount
of variation in attained throughput is at ledst% and at times higher thah00%,
even across consecutive runs of the same experiment, dagendlocation and time.
Our measurements indicate that these variations in cgpaeite not caused by the
channel quality or sector load. Instead, we believe they breague to dynamic cell-
dimensioning performed by the network operator which is the focus of oturiwork.

5.1 TCP Window Size and Time-stamp Option

The first two configurations we study involve TCP’s behaviadunction of ARWND,
both when the time-stamp option [10] was disabled/enaliled window size was var-
ied from8 KB to 128 KB to control the number of packets in-flight in the network
and hence the bottleneck queue size (equivalently quewlayd This allowed us to
subject the wireless scheduler to different queuing loAti, setting small advertised
receiver windows (particularly ones that are smaller thenkottleneck buffer at the
BSC) allowed us to emulate environments where wirelessetoase more prevalent
(i.e., no congestion losses, due to buffer overflow, could ever Bctine time-stamp
option, on the other hand, primarily allows the TCP sendeskitain more accurate
RTT/RTO estimates which aid in detecting and avoiding spugire-transmissions. En-
abling/disabling this option allowed us to evaluate its &ofpon a connection’s perfor-
mance.

7 Adapting a BTS’s maximum transmission power allows it topits coverage area.



We begin by evaluating the impact of RF factors on a particatpect of TCP,
the round trip time (RTT). The NMI metric is used to quantifetrelative impact of
the RLP re-transmission rate, wireless channel rate, asasahe buffer occupancy
(approximated by the number of un-acknowledged packefigint). Table 1 presents
the peak NMI values between the RTT time-series and eacheahtiee factors for a
few different ARWND values. The table clearly indicatesttf@ small and medium
window sizes § KB and 16 KB) the wireless channel rate has the strongest influence
on RTT, while at large window size$4{ KB), buffer occupancy is high, and hence
queuing delay becomes the dominant componentin RTT.

These observations have several implications: a) RLParesinissions do not add
significant latency, and b) in the absence of queuing, tharetlaate determines RTT.
Since RTT directly impacts throughput, we can expect TGsughput to be highly
dependent on the assigned channel rates. This is indeeddrgbown in Table 2
which presents the amount of information (NMI) that the aferrate and RLP re-
transmission rate have about TCP’s throughput. We showedaursly in Section 4
that the channel rate is influenced by the transport datawhteh implies that there
is a strong coupling between the wireless scheduler and MG importantly, it in-
dicates that the rate variations in the wireless channehareompletely random, as
is commonly assumed in models [1, 3]. Instead, the chanraksishighly correlated
with TCP’s state and must be taken into consideration inréutoodels, and ¢) since the
two controllers (TCP and wireless scheduler) take eachr @h@put, this can lead to
oscillations resulting in highly variable RTT, causing 8pus re-transmissions.

We study the latter two issues in more detail. Figure 5 (Lglt}s the cumulative
TCP throughput as a function of ARWND. As a general obsepmative note that TCP
throughputincreases as ARWND is increased, which is to peard. First, let's con-
sider the coupling between the scheduler and TCP. To higthtigw this is different
from an arbitrary random channel with some mean rate, wetptoughput obtained
from anns2 simulation that has the same parameters as the activeimemts ex-
cept that the channel rate was set to #verageassigned channel rate inferred from
the CAIT logs. One can clearly see that the simulation ptedicfar higher through-
put than that obtained from the experiments (the lowestecbering the one with the
time-stamps option disabled). Quantifying the exact redaimpact of random chan-
nel variations (considering the timescale and magnitudee¥ariations) and coupling
between scheduler and TCP (considering sensitivity ofjassi channel rate to buffer
backlog and vice versa) is part of our future work.

The second aspect we mentioned was that oscillations pedducsuch a coupling
could result in highly variable RTT, causing spurious @smissions, including spu-
rious timeouts [6]. To test this hypothesis, we ran expenitmigvhere the time-stamp
option was enabled, and thus RTT variability is more acalyataptured. Indeed, with
time-stamps, the attained throughput is much higher assirowig. 5 (Left).

Finally, we briefly look at packet losses as a function of wawdsize. Figure 5
(Right) shows that packet losses increase with ARWND. Whentindow size is less
than the bottleneck buffer at the BSC (25-35KB), all lossesdue to the wireless
channel. For window sizes larger than 35K®ngestiorbecomes the dominant cause
of packet loss as the packet loss rate curve flattens out.
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5.2 Sector Load, User Mobility and User Location

Our final two configurations incorporate characteristicaléss behavior. For these ex-
periments TCP’s ARWND was set to the defaght KB) with no time-stamp option.

We first varied the number of active TCP sessidres,(data calls) within a single
sector to study how TCP throughput changes with sector lasdvell as evaluate the
wireless scheduler’s fairness. Towards this end, we sanaftusly downloaded files
from up to 4 co-located laptops. The experiments were caedwduring off-peak hours
to ensure that the only users in the sector were the experiapmops. In Fig. 6 we plot
the cumulative TCP throughput (Left), as well as the Fasr&ap (Right) as a function
of the number of active users. A perfectly fair scheduler f@asult in a Fairness Gap
of 0. The larger the gap, the more unfair the scheduler. Fpgamn set of throughput
values {1, y2,...yn), the Fairness Gap is defined as:

max(y1, Y2, - Yn) — MIin(y1, Y2, ..., Yn)

- s gy Yn ) = : 2
Jeap(y1, 92, -, Yn) min(y1, y2, -, Yn) @

As expected, the average throughput achieved per useradesras the number
of active connections increases. However, we note thataineelss of the scheduler
degrades with the number of active connections, as refléstediarger Fairness Gap.
Indeed, manual inspection of our experiments indicatettfethroughput achieved by
concurrent connections can be highly disparate with tylyicae user dominating.

The final configuration involved evaluating the impact of rus®bility and loca-
tion on the connection’s performance. The mobility experits were conducted on a
30-mile stretch of highway (RT 101) between San FrancisddRato Alto, during non-
peak hoursi(e.,at night). Connections lasted 10-15 minutes which is the itrtakes to
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download a 5MB file. A BTS'’s coverage area is 2-3 miles cauaid@-15 minute con-
nection to experience at least two hard handftissuming the car’s speed is 45mph.
Due to mobility, specifically path loss and shadowing, thebileodevice experiences
large variations in channel quality causifg/ I, to fluctuate between 0dB (best pos-
sible channel) and -16dB (very poor channel). Figure 7 jls#fows the achieved TCP
throughput for three different average speedd5f60 and75 mph, respectively. Sur-
prisingly, user speed had little impact on TCP throughpdidating that the cellular
network is well engineered for fast hand-offs. We note thabitity is a major concern

in 802.11 networks which are natpriori designed to handle fast transitions.

The last set of experiments were conducted to investigatentipact ofaverage
(long-term)channel conditions. In Section 4 we showed thatshert-termscheduler
behavior was not affected bgstantaneousariations in channel conditions. However,
it is unclear whether this observation carries ovelotoger timescalesTo investigate
this, we performed two sets of experiments, where the lap@pplaced in locations
with eitherconsistently goodr badchannels. The average throughput for each location
is plotted in Fig. 7 (RighB. One can clearly see that the throughput in locations with
better channel conditions.€., higher E../I;) is much higher. This indicates that the
long-term scheduler behavior is indeed affectedbgragechannel conditions and not
overcome by power control.
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Fig. 7. Impact of user mobility (Left) and user location (Right)
8 A hard hand-off occurs when the BSC completely switches flata one BTS to another.

° The RTT, general path characteristics and variatioiiri o, for both locations, were very
similar.



6

Conclusions

We conducted a detailed cross-layer measurement studwplioede TCP behavior over
CDMAZ2000 networks. The study was conducted under varionfigarations that in-
volved simple variations of TCP, as well as, changing usebilitp and sector load.
By conducting measurements across all thige, (ransport, MAC and RF) layers, we
were able to evaluate the system comprehensively. Our nmaimés were:

1.

2.

The RLP layer allows fast error recovery that almost elatés packet loss ob-
served at the transport layer, while having a minimal impactCP’s RTT.

The wireless scheduler in CDMA2000 networks is unaffgdtg channel condi-
tions or sector load over short timescales. Instead, thisidaes are highly depen-
dent on the transport data rate. However, the long-termdsgberate allocation

is indeed affected bgveragechannel conditions and sector load. Furthermore, in-
creasing sector load deteriorates the fairness of the atdred

. The wireless scheduler and TCP are strongly coupled wdachresult in highly

variable RTT. Apart from modeling implications since théeraariations are not
completely random, it motivates the need for robust RT Tneaiion to prevent
spurious re-transmissions.

. Mobility is well supported in the CDMA2000 network and leenhad no major

impact on TCP throughput.
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