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Abstract

In this paper, we propose a new approach for face shape
recovery from a single image. A single near infrared (NIR)
image is used as the input, and a mapping from the NIR
tensor space to 3D tensor space, learned by using statisti-
cal learning, is used for the shape recovery. In the learning
phase, the two tensor models are constructed for NIR and
3D images respectively, and a canonical correlation anal-
ysis (CCA) based multi-variate mapping from NIR to 3D
faces is learned from a given training set of NIR-3D face
pairs. In the reconstruction phase, given an NIR face im-
age, the depth map is computed directly using the learned
mapping with the help of tensor models. Experimental re-
sults are provided to evaluate the accuracy and speed of the
method. The work provides a practical solution for reliable
and fast shape recovery and modeling of 3D objects.

1. Introduction

Shape modeling of human faces has many practical ap-
plications, including computer graphics, computer games,
human-machine interaction, and movie making. Two pos-
sible ways of face shape recovery are depth scanner-based
and image-based. While the former is costly, we investigate
into an approach for fast, reliable yet cost-effective solution
to face shape recovery from a single image.

Recovering object shapes from a single image is a classic
problem in computer vision. One popular approach is shape
from shading (SFS) [7] (see also a survey [21]), which aims
to invert the mapping from surface shape to image inten-
sity by exploiting relationship between surface geometry
and image formation. The SFS approach usually recovers
object surface in two steps: (1) computing the surface ori-
entation map, such as the normal direction or gradient field,
from an intensity image, and (2) reconstructing the surface
depth map from the orientation map.
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However, SFS is an ill-posed problem because there are
more unknown variables than equations. Several algorithms
have been proposed to impose additional prior constraints,
such as smoothness and integrability, to make the problem
well-posed, and minimization, propagation or local tech-
niques are used to find solutions [21]. However, the reli-
ability of SFS solutions remains a problem, and SFS is still
an active area of research.

For the 3D object of human face, algorithms are pro-
posed to enhance the recovery accuracy by restricting an
SFES method to a particular class of objects using sub-
space techniques and/or other constraints. Atick, Griffin
and Redlich [1] model the problem of extracting SES as pa-
rameter estimation in a low dimensional space, in which an
ensemble of laser-scanned 3D heads are used to derive the
PCA parameters of head shapes. Zhao and Chellappa [22]
present a symmetric SFS (SSFS) approach to recover both
shape and albedo for symmetric objects, in which a self-
ratio image irradiance equation is introduced to facilitate the
direct use of symmetry cue. In [5], Dovgard and Basri use
a combination of the methods of [1] and [22] to recover the
3D shape of a human face using a single image. Smith and
Hancock [16] fit a PCA model, trained using surface nor-
mal data acquired from range images, to intensity images
of faces using constraints on the surface normal direction
provided by Lambert’s law. Kemelmacher and Basri [11]
mold the face shape from a single non-frontal lighted image
with the global face normal constraints. All these methods
need to estimate the light source and reflectance properties
of the surface simultaneously with shape which makes the
problem more difficult.

Blanz and Vetter [2] propose morphable face model
(MFM) method. It produces 3D face model by fitting one
intensity face image to a pre-built statistical models of face
shape and texture. Romdhani and Vetter [15] accelerate the
fitting process and improve the result by combining multi-
ple features. Wang et al. [20] modify the MFM process to



recover the face normal instead of depth. Hu, Jiang ef al.
[9, 10] simplify the method [2] and introduce a approach
for 3D face reconstruction from a single frontal face im-
age with homogeneous illumination and neutral expression.
The 3D shape is recovered by the correspondence between
the 2D-3D fiducial feature points using the morphable face
model. However, in general, the MFM based methods are
time-consuming and prone to local solutions.

Recently, machine learning methods have been success-
fully used in computer vision areas. It can also be utilized
to solve the shape recovery problem. Reiter et al. [14]
and Mario et al. [4] apply canonical correlation analysis
(CCA) and coupled statistical model (CSM) respectively to
recover 3D face shape from a 2D color image. However, in
their methods, both the 2D and 3D images are transformed
into vectors, which ignores the image intrinsic structure and
the derived vector is usually of high dimension, which are
likely to bring about the curse of dimensionality problem
due to the limited training data.

In this paper, we develop a fast, reliable and cost-
effective approach for face shape reconstruction from a sin-
gle near infrared (NIR) image. The contributions of this
paper include:

o We use the NIR images rather than visual light images.
The NIR images are captured using a camera with ac-
tive NIR LED illumination mounted on it [12]. Near
infrared is invisible to human eyes and hence the ac-
tive illumination causes no disturbance to the human.
Such an image provides front-illuminated face image,
and the pixel intensities are proportional to the nor-
mal component in the viewing direction and subject to
albedo variation [12]. The NIR image is much less sen-
sitive to environment lighting variation than the visual
light one and therefore can be used for shape model-
ing more robustly and is more practical in real world
application.

e Different from [14, 4], in this paper, we propose tensor
models [17, 18] to formulate the NIR and 3D face im-
age ensembles. In tensor modeling, the images are di-
vided into small overlapped regions and are not trans-
formed into vectors which therefore retain the intrinsic
image structure and maintain high-order statistical in-
formation for modeling. Additionally, the tensor mod-
eling can also efficiently avoid the curse of dimension-
ality problem due to its much lower dimension for ev-
ery mode.

e After the construction of tensor models, we propose
canonical correlation analysis (CCA) based method to
learn the mapping from NIR to 3D tensor space. Ex-
perimental results show that our proposed method is
fast and significantly reduces the reconstruction errors
compared to the existing methods [14, 4].

The rest of the paper is organized as follows. Section 2

introduces the tensor fundamentals and details the tensor
modeling of NIR and 3D images. The principle and process
of CCA based mapping is detailed in Section 3. Section 4
describes the procedure of shape recovery from NIR im-
ages. Experimental results in terms of visual effect as well
as quantitative accuracy are demonstrated in Section 5 and
in Section 6, we conclude the paper.

2. Tensor models for NIR and 3D spaces
2.1. Tensor algebra fundamentals

We first review the tensor definition and some termi-
nology on tensor operations [17, 18]. For clarity, in this
paper, we denote scalars by lower case letters, vectors by
bold lower case letters, matrices by bold upper-case let-
ters, and higher-order tensors by calligraphic upper-case let-
ters. Tensor, also known as a multidimensional array or n-
way array, is a high-order multidimensional extension of
vector (1-order tensor) and matrix (2-order tensor). Let
A € RmaxmzXxXmn he g tensor over R. The order of
Ais N. The jth dimension of A is m; and an element of A
is specified as A; ;, ;. The inner product of two tensors
A € RmaxmzXXmn gnd B € R™M1xXm2XXMN with the
same dimensions is defined as

TL=M1,....,iN=MN

<A B>= >

i1=1,....in=1

Aiy o inBin iy (D

The norm of a tensor A is ||A|| = /< A, A >, and the
distance between two tensors A and B is ||A — B]|.

Specifically, the product of a tensor and a matrix is ex-
tended from the product of two matrices. The mode-k
product of a tensor A € R XM2XXME X XMN By g
matrix M € Rm;ka, denoted as A x; M, is a tensor
B € Rm1xmax-xmi X xmn which is computed by

mp
Biv iy viingnin=9 AL ixriinnin X Mji (2)

i=1

The mode-k product can also be expressed in terms of flat-
tened matrices,
By = MA (1, 3)

where A ;) and B ;) are mode- flattening of tensor .A and

Moreover, as a natural generalization of matrix SVD, an
alternative formulation of tensor decomposition named V-
mode SVD” [17] is defined as the mode-k product of NV
orthogonal spaces

DZCX1U1X2U2X3--~XNUN (4)

where C is known the core tensor, which governs the inter-
action between the mode matrices Uy, for K = 1,..., N.



And mode matrix Uy, contains the orthogonal vectors span-
ning the column space of the mode-k flattening of D. This
N-mode SVD expression can be derived by an iterative pro-
cedure of several conventional matrix SVDs.

2.2. Tensor models formulation

In traditional statistical learning involved with image, the
image is usually represented by a vector. However, this
transformation may disturb the high-order statistical infor-
mation and spatial structure of the image. Moreover, the de-
rived vector is usually of high-dimension, and hence brings
about the curse of dimensionality problem. In this work,
we try to solve these issues. We study methods to main-
tain the intrinsic image structure and avoid the curse of di-
mensionality. Motivated by this rational, we propose tensor
models to formulate the NIR and 3D image ensembles. To
keep the intrinsic image structure, we maintain the 2-order
structure of an image and divided it into different small
patches to avoid the curse of dimensionality. Therefore, two
4-order tensor models, describing the multi-factor (people,
spatial positions, height and width of patches) are devel-
oped to formulate the NIR and 3D image ensembles respec-
tively. Suppose we have n pairs of face images for train-
ing, each of which is divided into m overlapping patches
and the numbers of rows and columns of each patch are
h and w. The two 4-order tensors Dyjp € RPXmxhxw
and D3p € R™X™MX"hXW are naturally built by grouping all
NIR and 3D patches sampled from the training faces respec-
tively. By performing tensor decomposition (high-order ex-
tension of SVD) [18] on Dy g and D3p, we have

DNIR = CNIR>< lUpeople>< 2Upositions>< 3U7'o’ws>< 4Ucolu'mns
= TNIR X1 Upeople X9 Upositions
DBD = CBDX 1\,;z)eople>< 2Vpositions>< 3Vrows>< 4Vcolumns
= ,T3D X1 Vpeople X2 Vpositions

where Cyyp is the core tensor that governs the interglg2
tion between 4 modes encoded in 4 orthogonal mode ma-
trices in NIR sapce: Upeopie € R””"?VIR, Upositions €
Rme/NIR’ U,ouws € RhXhINIR, U.otumns € wawﬁ\”R’
while C3p is the 3D counterpart that governs the 4 or-
thogonal mode matrices in 3D space: V copie € R"X”QD,
Vpositions € Rmxng’ Vrows € RhXhéDv Vcolumns €
R¥*Wsp | and Tnr1r, T5p are the tensor patches obtained
by performing the mode product Cn;r X3 Upouws X4
Ucolumns and CSD X3 Vrows X4 Vcolumns~ The no-
tations  niy g, My gs M iR W1k M3p, Maps Pap, Whp
denote the reduced dimensionality of the corresponding
space where the eigenvectors associated with the smallest
eigenvalues are truncated as the noise components. Sig-
nificantly, the two factors (people, positions), encoded in
row vector spaces of mode matrices Upeopie, Vpeopie and
Uositions> Vpositions, are crucial to determine a certain

patch. For a patch pair (z;,y;) residing in the j-th spatial

position of face images, their tensor representations can be

derived as

§T

position
_ T iT Y T

P(yj) - T3D X1 Vpeople X2 Vposition - A{; X1 Vpeople

:.Ai X1 uT

. T
P(‘rj )_TNIR Xlupeople Xau people

(6)

Jjr Jjr ;
where w150, and Vi, 40, are the j-th row vectors of the

mode matrix U positions and Vsizions, respectively. Both

j iT j iT
'Ajz = TNIR X2 ui)osition and AZJ/ - ,T?’D X2 vg)osition are
constant tensors for the j-th patch pair. The people param-
eter vectors Upeopre € R™N1rX1 v 0. € R™p*! which
depict the individual characteristics need to be solved.

By mode-1 flattening Equ. 6, we have

x; = (f1 (Ai))TU-peoz’le = AZcTupeOPle

. . @)
T T

Yi = (fl (Af,)) Vpeople = A{J Vpeople
where AJ € RrvinXhw AJ e R"pXhw are position-
dependent flattening matrices. It is obvious all patch pairs
{zj,y;}72, from the same person should share the same
people parameter vectors Upeople and Vpeopre. By defining

a concatenated NIR feature vector x = [x7,...,x.]7 €
R™Pwx1 and its depth counterpart y = [y7,...,yL]T €
R™wx1 and the enlarged matrices A, = [AL, ..., A™] €
R71,;\”R><mh1u7 Ay — [Agl/’ L 7AZL] c RnéD ><mh,w’ we have
T
X = Ax Upeople (8)
T
y = Ay Vpeople (9)

The parameter vectors Upeopie, Vpeople €an then be solved
in the least squares sense:

Upeople = (AmAg)_lAmx (10)

Vpeople = (AyAg)_lAyy (11)

Note that generally mhw >>n/yp, 15, so the solutions
of the above equations are commonly available. Because
each NIR and 3D depth pair is acquired from the same per-
son, the people parameter vectors Upeople, Vpeople Should
have strong correlative relationship. On the other hand,
there may also exist some noise and redundant information
among these vectors. So it is not the best way to learn the
mapping between them directly. In this paper, we propose
CCA-based mapping formulated in the next part to build the
relationship between NIR and 3D image spaces.

3. CCA based mapping

In this part, we concentrate on exploring the relationship
between the people spaces of NIR and 3D tensor models.
Specifically, we want to predict the parameter vector in 3D
people space from the input one in NIR space. It is known



that not all the component variables in the parameter vector
have the same contribution to the mapping task and there
exists redundance and noise among them which may even
have negative effects for the mapping. Therefore, we first
apply CCA approach on two spaces to find the most correla-
tive and complementary factors and then build the mapping
based on them.

Canonical correlation analysis (CCA) is a powerful tool
for correlating two sets of multi-variate measurements in
their leading factor subspaces [3]. Suppose the training data
pairs X = [x1,...,%X,],Y = [y1,...,¥s]'. The lead-
ing factor subspaces are the linear subspaces of the train-
ing data sets X and Y, both of a reduced dimensionality
d. CCA takes into account the two data sets simultaneously
and finds the optimal linear projective matrices, also called
canonical projection pairs, W? = [w{, w3, -, w5] and
WY = [w{,wi, .-, w], from the corresponding data
{X,Y}, such that x; = XTw? and y, = Y?w? are most
correlated. This is done by maximizing the following cor-
relation

- E[xTy!
ot wl) = —— LY
VEIXIPIENYP)
wiTC,,w!

= 12
\/WfTCmW;EW?TCwW? (12

subjectto p(wj, w}) = p(w;, w¥) =0
for j:L"' ,1—1

where C,, C;, and C,, are the correlation matrices com-
puted from the training data sets X and Y. Let

(0 Cyy [ Cu 0
r<(e )= a,)

It can be shown [13] that the solution W = (W#T WvT)T
amounts to the extremum points of the Rayleigh quotient:
WT AW

"= WTBW (14)
The solution W* and WY can then be obtained by solving
the generalized eigenproblem:

AW = BWA (15)

After performing CCA on two data sets, we can extract

the most correlative component pairs from the original data.
Denote sample pairs from the data sets by random vectors x
and y. Let X = W?Tx, where W is the CCA transforma-
tion matrix, so X is the most correlative components of x to
y. At the next step, our purpose is to learn the relationship
between x and y. Specifically, we assume the variables y
and x have a linear relationship as

vy=Rx+e¢ (16)

I'The sample pairs in CCA are the parameter vectors in NIR and 3D
people spaces. The notations can be deduced from the context and will not
be confused.

where € is the noise item which obeys the Gaussian distribu-

tion, € ~ N(0, 02I), where I is the identity matrix. Thus,

we have

(y —Rx)"(y - Rx)
202

- 1
P(y|x,R) = — exp{~ boan
where Z is a normalization coefficient. By maximizing the
log-likelihood in the training set with respect to R, we have

* 1 ind S

R™ = arg mgx{—ﬁ _ (yi—Rx;)" (yi—Rx;)}
i (18)
= argmintr((Y - RX)(Y - RX)T)

and we can get the solution by putting the derivative of ob-
jective function w.r.t. R to zero as

R* = YXT(XXT)~! (19)

Moreover, in order to improve the generalization of result,
we can impose regularized penalty, also known the prior
knowledge onto the log-likelihood in Equ. 18 as

R* = argmintr((Y — RX)(Y -RX)T +ARRT) (20)

where A controls the trade-off between the accuracy in the
training set and the generalization. We can then obtain the
optimal result as

R* = YXT(XXT 4 A1) ! (21)

which is essentially equivalent to the ridge regression [6].
Given a new input vector X,,eq, Xpe 18 computed using
CCA transformation matrix,

Xnew = Wsznew (22)
and the prediction of the output vector is then obtained by

Ynew = R*inew (23)

4. Shape Recovery from NIR
4.1. Data Processing

In the training phase, the NIR and 3D training sets should
be properly prepared. This consists of the following steps:

e Preprocessing. The NIR images are taken using a
commercially available NIR web-camera with NIR
LED lights, where The LED lights are approximately
co-axial to the lens direction. The 3D faces are ac-
quired with a Minolta vivid 910 laser scanner. The
laser scanner provides the depth of the visible parts of
the faces which are actually 2.5D data. Regions not
belonging to the face are discarded and then the 3D
data is preprocessed by removing high noise and fill-
ing holes using an interpolation algorithm.



e Face Alignment. For each face image both in NIR and
3D, 68 landmark points are labeled manually. Note
that this process is implemented automatically in the
test phase using an DAM [8] model learned from the
training data set. The NIR and 3D faces enclosed by
the convex hull of the landmark points are denoted as
U° and Z°.

e Warping. The NIR and 3D faces U° and Z° are
warped to an uniform shape in the image plane based
on the landmark points, where the mean shape of NIR
faces, bounded by the box of size 112 x 118, is used
as the uniform shape. The warping operations are ex-
pressed as follows:

=, 20 =z
and illustrated in Fig. 1. The deforming operations of
the warping are nonlinear.

Warping

Warping [ i
ﬂ

Figure 1. NIR and 3D face warping according to 68 landmark
points

4.2. Shape Recovery from a Single NIR Image

In the reconstruction phase, shape recovery can be done
following the procedure shown in Figure 2. The input is an
NIR face image. The face is detected using an AdaBoost
face detector [19], and the landmark points are located by
a DAM model [8]. Face warping is then performed from
the aligned shape to the uniform shape according to the lo-
cated landmark points. The warping parameter IV is mem-
orized for later use of a reverse-warping. After that, the NIR
face under uniform shape U" is divided into m overlapped
patches which are rearranged and projected into the NIR
tensor space via Equ. 10 to get the personalized parameter
vector in NIR people space. Then the CCA based mapping
learned from the training set is utilized to predict the corre-
sponding personalized vector in 3D tensor space. After that,
the whole 3D face in the uniform shape Z" is reconstructed
using specific personalized vector with the help of 3D ten-
sor model via Equ. 9 and rearrangement operation. In the
final, the 3D face image in the true shape can be recovered
by the reverse-warping of W

zv W, g0

A reliable and fast facial shape recovery system can be
built using the present hardware and the proposed algo-
rithm. The system consists of five modules: face detection,
alignment, warping, mapping and reverse warping. The es-
sential engine of the system is a mapping from NIR to 3D,
just using some multilinear algebra operations, therefore the
proposed algorithm is very fast and it can achieve reliable
results as the experiment shows.

5. Experimental Results

In the experiments, 400 pairs of NIR images and 3D laser
scans (Minolta vivid 910) of 200 persons, including male
and female are collected, with 2 pairs per person. All the
faces are without accessories, prominent makeup and facial
hair. The database is divided into training set and testing set
randomly. Training set contains 200 NIR-3D pairs of 100
persons while testing set includes the remaining 200 NIR-
3D pairs of 100 persons. So the training set and the testing
set have no intersection of persons and images either.

The quantitative accuracy of reconstruction result is eval-
uated in terms of the mean absolute error (MAE) defined as
follows

1 n
e= 5; D, (i) — Dy (i) (24)

where D, is the reconstructed depth and D, the ground-
truth depth, and n is the total number of the effective facial
points in the uniform shape.

In this experiment, for the proposed method, each im-
age is divided into 14 x 14 overlapped patches with the size
of 16 x 16. The dimensions of people spaces for NIR and
3D tensor models are retained 150 and 100 respectively for
maintaining the 98% energy. The regularized coefficient
A in the CCA based mapping is set to 0.01 empirically.
For ease of representation, our method is denoted as Ten-
sor+CCA in the following experiments. We also implement
two recently developed methods named CCA [14] in which
the images of NIR and 3D are vectorized first and CCA is
taken to establish the relationship between the two data sets,
and CSM [4] where a simple coupled statistical model is
constructed for 3D image inference to make a comparison
with our proposed method.

Table 1 lists reconstruction results on 10 differently split
test sets and Figure 3 illustrates the average reconstruction
error on the 10 test sets with respect to the reduced dimen-
sion of CCA based mapping. It shows our proposed method
(Tensor+CCA) achieves significantly better results com-
pared to the CCA and CSM methods, which indicates the
accuracy and effectiveness of the proposed method. From
Figure 3, we can see the best result can be achieved by only
remaining about 52 dimensions which reduces the compu-
tation cost and improves the reconstruction results simulta-
neously, and proves the effectiveness of the proposed CCA
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Figure 2. Reconstruction of a 3D face from a single NIR face image.

based mapping by exploiting the most correlative compo-
nents. Furthermore, in our experiments, the results of CCA
are obviously better than the results in [14], less than 1/2 of
reconstruction errors reported in their paper. It may be as-
cribed to the use NIR image rather than visual light image
as the 2D input, which is much less sensitive to environment
lighting variations. This reflects the superiority of NIR im-
age over visible light image in practice.

Figure 4 shows some qualitative reconstruction results
of the testing data out of the training set. There, the depth
reconstruction result obtained by Tensor+CCA is compared
with the ground truth data for each input NIR image. Col-
umn 1 is the input NIR image, and column 2-4 are the
ground-truth depth illustrated from different views. The last
three columns are the reconstructed results by the proposed
method. The surface are colored from blue to red accord-

ing to the depth. It shows the reconstructed results of Ten-
Table 1. Reconstruction errors (mm) of different methods on dif- sor+CCA approximate relatively well to the ground-truth.
ferent split test sets. (The number in bracket is the reduced dimen-
sion corresponding to the minimum error)

NIR Timage Ground Tiuth Reconstructed Results

1 2 3 4 5 s
CCA  [2.73 (46)[2.68 (24)] 2.90 (8) [2.79 (27)[2.78 (36)
CSM 278 | 256 | 285 | 275 | 282

Tensor+CCA[2.59 (24)[2.46 (50)[2.69 (40)[2.59 (30)[2.57 (67)

profile frout profile

Py N

6 7 8 9 10
CCA  [2.85(26)[2.68 (47)[2.79 (36)[2.75 (24)[2.80 (30) 1
CSM 288 | 276 | 275 | 2.88 | 2.83 !

Tensor+CCA|2.68 (31)[2.58 (95)[2.58 (40)[2.58 (38)[2.66 (19)
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- . Figure 4. Shape recovery from a single NIR image by the proposed
method.
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Figure 3. 3D reconstruction error curves of three methods. process of three main Steps of the proposed method: warp-



ing, mapping, reverse warping, takes only about one second
on average on a P4 3.0 GHz computer.

6. Conclusions

In this paper, we have proposed a NIR imaging and a
statistical learning approach of tensor modeling with CCA
based mapping for facial shape recovery from a single im-
age. The key component is the tensor modeling of NIR and
3D spaces and a CCA based NIR to 3D mapping learned
from a training set of NIR-3D pairs. Once the mapping is
learned, the depth map can be reconstructed from a single
NIR image with the help of tensor models analytically. The
solution is reliable and accurate and is proved to be effective
and efficient to exploit the relationship between NIR and 3D
images. The future work will be to develop better mapping
learning method and to train the model using a larger train-
ing set, so that the learned mapping can generalize to unseen
faces better.
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