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Tracking by Detection

 Object detector via classifier ensemble
linearly combine weak classifiers with associated weights

 Online learning
online update both weak classifiers and ensemble weights

Our focus !



Challenging!



Motivation

Limitations of previous method: online boosting

 Lack of strong theoretical guarantee
converges to its off-line counterpart under restrictive conditions

 Classifier ensemble: uncertainty in ensemble weights
existing methods don’t model this, but adopt deterministic estimate

 Relies on importance weights of training data
inherited from offline version, difficult to estimate in online environment 
even more challenging given the non-stationary 𝑝(𝑥, 𝑦)



Our Idea

Ensemble weight vector as a random variable

 A probabilistic interpretation of which features of object are relatively 
more discriminative

 Characterize the distribution of weight vector online

 Bayesian filtering to recursively estimate its posterior distribution

 Expected output of the randomized ensemble

 Theoretical guarantees on asymptotic properties (Bai, et al. ICML 14)



Method Overview
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Classification

Randomized ensemble
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where 𝑓𝝀(1) , 𝑓𝝀(2) , ⋯ , 𝑓𝝀(𝑀) are instantiations of 
randomized ensemble 𝑓𝝀



Model Update

Multinomial-Dirichlet conjugacy

𝑝(𝝀|𝛼, 𝐻, 𝑔1:𝑁) ∝ 𝑝 𝑔1⋯𝑔𝑁 𝝀 𝑝(𝝀|𝛼, 𝐻) ∝ 𝐷𝑖𝑟(𝝀; 𝛼′, 𝐻′)

Observation model 𝑝 𝑔1⋯𝑔𝑁 𝝀 = 𝑘 𝑖=1
𝑁 (𝜆𝑖)

𝑔𝑖

 𝝀 as multinomial parameters
expectation of “relative reliability” of weak classifiers

 Observations of “relative reliability of each weak classifier”

performance measure  𝑔: 1,2,⋯ ,𝑁 → 0,2

 𝑔𝑖:  “occurrences of the 𝑖𝑡ℎ weak classifier being reliable”
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Experiments Setup

Test on 28 video sequences

 2 baseline methods

 B1(SVM): concatenation of local features + SVM

 B2(OB): same representation & same weak classifiers + online 
boosting

 Compare with 8 state-of-art object trackers



Experimental Results



Experimental Results (continue)



Examples of Tracking Result

Play the Demo!



Success and Failure Snapshots


