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1 Description of the mechanism

Let D be the domain of input datasets.

Let R be the range of “noisy” outputs.

Let R be the real numbers.

We start by defining a scoring function score : D x R — R that takes in a dataset A € D and
output r € R and returns a real-valued score; this score tells us how “good” this output r is for
this dataset A, with the understanding that higher scores are better.

The exponential mechanism £ takes in the scoring function score and a dataset A parameter e
and does the following:

E(A,score, €) = output r with probability proportional to exp(§score(A,r))

1.1 Sensitivity

Next we need to define the sensitivity of a scoring function. The sensitivity A tells us the maximum
change in the scoring function for any pair of datasets A, B such that |A @ B| = 1. More formally:

A= max |score( A, r) — score(B, )]
r,A,B where |A®B|=1

1.2 Privacy of exponential mechanism
We can show that the privacy of the exponential mechanism depends on the sensititivy A.

Theorem 1. If the score function has sensitivity A, the mechanism E(A, score, €) is e A-differentially
private.

Proof. First, since we know the score has sensitivity A, we know that for any A, B where |[A®B| = 1,
it follows that
—A < score(A,r) —score(B,r) < A (1)

What if we have X, Z such that |X @ Z| = a? How can we bound the score function? Well,
imagine we had a + 1 intermediate databases, where Y1 = X and Y,41 = Z and foreach ¢ =1, ...,a
we have that |Y; @ Y;11| = 1. Then, we can take the telescoping sum:

score(X, r)—score(Z,r) = (score(Y,r)—score(Ya, r))+(score(Ya, r)—score(Ys, r))+....4(score(Yq, ) —score(Yy41, )
Repeatedly applying (1) to the telescoping sum we get:

—aA < score(X,r) —score(Y,r) < aA



Now, let’s take two databases X,Y where | X @ Y| = a. We can write:

£
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= exp(eA|X @ Y))
which gives us eA-differential privacy. So we’re done. O

1.3 So what’s the point?

The point is, from now on we no longer have to design mechanisms — we need only design the
scoring function! Then, working out the sensitivity of the scoring function, we can determine the
differential privacy guarantee.

2 The Laplace mechanism

2.1 Laplace noise is an instance of the exponential mechanism

We can capture the laplace noise mechanism by setting the score function to be
score(A, r) = —2|count(A) — r|

To see how this works, notice first that with this scoring function, the exponential mechanism
becomes

E(A, score, €) = output r with probability proportional to exp(—e|count(A) — r|)
we can equivalently write this as
Pr[E(A, score, €) = r] ox exp(—e€|count(A) — r|)
Meanwhile recall that for the laplace mechanism we have
Prcount(A4) + £(2) = r] = Pr[£(}) = r — count(A4)] = & exp(—¢|count(A4) — 7|)

and so we can see the two are the same.



2.2 Sensitivity of this scoring function?

What is the sensitivity of this scoring function?

A= |score( A, r) — score(B, )]

max
r,A,B where |A®B|=1

max — 2|count(A) — r| — (—2|count(B) — r
r,A,B where |A®B|=1 | | ( ) | ( | ( ) |)‘

=2 max ||count(A) — r| — |count(B) — r||

r,A,B where |A®B|=1
<2 t(A) — t(B tri le i lit
=2 .5 w}glr%}TA@B\:l |count(A) — count(B)| (triangle inequality)
<9

So, using this general purpose framework, it seems like the exponential mechanism provides
2e-differential privacy. How could this be? We know the laplace mechanism gives us e-DP! Where
is the extra factor of 2 coming from?

(Think about it; it falls out of the proof of Theorem 1 — the idea is that we’ve used the general
analysis of the exponential mechanism, so our result is less “tight”.)

3 The median mechanism

We’ll use the running of example of the median to explain how the exponential mechanism works.
(Recall that the median of a list of numbers A = {1,2, 4,60, 71} is 4; so we shall write med(A) = 4.)
For the median example, our scoring function will be:

score(A, r) = —min|A @ B| such that med(B) = x

What does this mean? The idea here is that we take in an A and a candidate median z, and
we look for a B that is as similar as possible to A, such that med(B) = x.

What’s the maximum possible score here? We’d expect the best possible score to be score(A, a)
where med(A) = a. Well, we can take B = A, and get that med(B) = med(A) = a; since for
A = B we have that |A @& B| = 0, we know that the score is 0. Similarly, we can show that for
x # med(A), it follows that score(4, z) < 0.

3.1 Sensitivity of this scoring function

Let’s work out the insensitivity of this scoring function. I claim the sensitivity is 1.
To show this, I need to take two datasets X,Y such that |X @& Y| = 1, and show that for any
such X,Y and for any “noisy output” r, it follows that

|score(X, ) — score(Y,r)| <1

Let’s do this now. For any X,r define s as s = score(X,r). For the definition of the scoring
function, we know that there must be some database B such that |X @& B| = —s and med(B) = 7.
Now, recall that Y must be such that |Y @& X| = 1. They key observation we can now make is
that
YoB <|YoX|+|X®Bl<-s+1

since med(B) = r, it follows that score(Y,r) > s — 1.



Now we can write
|score(X,r) —score(Y,r)| <|s—(s—1)] =1

Since this argument holds for every X,Y such that | X @ Y| =1, we are done!

3.2 How accurate is this mechanism?

It depends! A careful look shows that the accuracy of this mechanism depends on the input itself!
This is in contrast to every other mechanism we’ve seen so far in the course; for instance, the
Laplace counting mechanism applies the same noise magnitude regardless of the input. To see how
accurate this mechanism is, we’ll consider two different datasets.

A “nice” dataset. Let’s start with a “nice” dataset:

A = {1,100, 102, 104, 105, 200, 365}

Notice that med(A) = 104. It follows that score(A, 104) = 0, since we can take the B in the
scoring function as B = A, and we have that med(B) = med(A) = 104 while |A ® B| = 0.
Now, consider the following three datasets:

Bioz = {1,100,102,102,105,200,365};  med(Bigz) = 102

Bios = {1,100, 102,103,105,200,365};  med(Byo3) = 103

Bios = {1,100, 102, 105, 105, 200, 365} ; med(Bjps) = 105
Using Big2, we can now see that
score(A,102) = —2

. How can we see this? Well, first note that |A @ Bioz2| = 2 (not that this is 2, not 1, because A
and Bjgy differ on the middle entry). Furthermore, we know that med(Bjo2) = 102, so applying
the scoring function we can see that score(4,102) = —2.

Using the similar argument and datasets Bigs and Bigs above, we can see that

score(A, 102) = score(A4, 103) = score(A4, 105) = —2
What about score(A,101)7 If we think about this a bit, we can come up with
Bio1 = {1,100, 100, 101, 105, 200, 365}

and using this, show that score(A4,101) = —4.
So what does this all mean? Letting NoisyMed be our median mechanism, it means the following;:

Pr[NoisyMed(A) = 104] x 1
Pr[NoisyMed(A) = 102] = Pr[NoisyMed(A) = 103] = Pr[NoisyMed(A) = 105] €27 = ¢
Pr[NoisyMed(A) = 100] = Pr[NoisyMed(A) = 101] ea(™h = 7%



In other words, NoisyMed is e times more likely to output the correct answer 104 than the (not-
too-noisy) answer 102,103, or 105. Similarly, the correct answer is e?¢ times more likely that the
(slightly-more-noisy) answer 100 or 101. And so on.

So all this isn’t too bad; our mechanism is very likely to output an answer that is very close to
the correct answer, 104.

A “worst-case” dataset. But things aren’t always so nice. Now let’s consider the following
“worst-case” database:
A =1{0,0,0,0,10%, 10° 105}
Obviously med(A) = 0, and usual a similar argument as above, we have that score(A,0) = 0.

Before we move on, let’s consider the following few datasets:

By ={0,0,0,1,10%10% 10°};  med(B;) =1
B; = {0,0,0,4,105,10° 10%}; med(B;) = i

Bios_1 = {0,0,0,10% — 1,10, 10°, 10°}; med(Bygs_1) = 105 — 1

Now, looking at B; we can apply the usual argument to find that score(A,i) = —2 (since
med(B;) =i and |A® B;| = 2). This will hold for every i = 1,...,10% — 1. So what does this mean?
Well, now we know that

Pr[NoisyMed(A) = 0] x 1
Pr[NoisyMed(A) = i] x e3(-2) = = fori=1,..,107¢ — 1

so our mechanism is just a likely to output 1 as the median, as it is to output 10 —1 as the median!
Notice how far off 106 —1 is from the true median 0; what this means is that when the input dataset
is nasty, the mechanism can be highly inaccurate.

3.3 To wrap up

The bottom line is, while this mechanism gives us wonderfully clean privacy guarantees — it is
e-differentially private (for all datasets of course, since this is what the definition of DP requires
from us) — the accuracy of the mechanism depends strongly on the dataset itself. In the first ‘nice’
dataset we saw, the mechanism’s outputs were concentrated tightly around the correct answer of
104; meanwhile, for the worst case dataset, the mechanisms outputs were uniformly spread on
1,...,10% — 1, which is pretty inaccurate.



